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Foreword

This is the book of extended abstracts of the plenary talks and the accepted contributions
of the Discrete Math Days, which will take place in Santander in July 4–6, 2022.
It has been a long way since we started preparing this conference three years ago, initially
intended to take place in June 2020. It was a difficult decision to cancel them in March
2020, only a couple of weeks before our submission period closed and when already a couple
of participants had paid their registration fees.
Our initial announcement said that the new dates would “most probably be in June 2021”.
Alas, it turned out that prediction was too optimistic. An online edition would have
been possible in June 2021 but we (the organizing committee and the program committee)
preferred to wait a bit more and have a full on-site edition as initially planned. We certainly
appreciate the efforts of many colleagues in different parts of the world who organized
online conferences in 2021 and gave the community a sense of normality and continuity but,
after all, we believe that the most important part of a scientific conference is the personal
interaction among participants. This is particularly true for the younger participants, who
still need to get to know and be known by their community.
We are very happy with the outcome. The 53 nice contributions in these proceedings,
selected by the program committee from a total of 62 submissions, testify to the good
health of discrete mathematics and the the high regard that the community has for this
meeting. We thank the organizing and program committees for their good work in difficult
circumstances, and the four plenary speakers for their understanding and availability when
it came to cancelling the old dates and fixing the new ones.
We also want to thank the institutions that have contributed financially to make this possible:
our university, faculty and department, the municipality of Santander and its convention
center, and the Spanish National Research Agency (MCIN/ AEI /10.13039/501100011033)
who supports the conference via grants PID2019-110633GB-I00 and PID2019-106188GB-I00.

Santander, June 1st 2022

Luis Felipe Tabera, Editor of the proceedings
Francisco Santos, Chair of the organizing committee
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Plenary Talks
One graph to rule them all: forbidden structures and universal graphs

Marthe Bonamy

Université de Bordeaux

Abstract

Consider all planar graphs on n vertices. What is the smallest graph that contains them all as induced
subgraphs?

In this talk, we will gently introduce the audience to the notion of so-called universal graphs (graphs
containing all graphs of a given family as induced subgraphs), and focus on the case of graph classes
defined by forbidden structures. We present positive and negative results both in dense graphs and in
sparse graphs. The audience will also have the answer to the question at the beginning of this abstract,
recently established in a breakthrough paper of Dujmović, Esperet, Joret, Gavoille, Micek and Morin
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Wandering on random digraphs

János Pach

EPFL Lausanne and Rényi Institute Budapest

Abstract

Random walks on random graphs is an active area of research with numerous results in the last 20 years.
While the theory is well developed for undirected graphs, the directed case is much less understood.
Unfortunately, networks that arise in applications are often directed by nature (e.g. World Wide Web,
citation network, ...). In recent years, new techniques have been developed to study the directed setting.
In this talk I will survey some of the most prominent results in the area, including the study of the
random stationary measure and the mixing properties of the chain. Time permitting, I will cover two
topics more in-depth. First, I will show how directed edges dramatically increase the time required
to visit every vertex of the graph. Second, I will present a mathematical framework for the so-called
‘power-law hypothesis’, a property relating in-degrees with Pagerank – the webpage ranking at the core
of Google’s search engine.

The results presented are joint work with Xing Shi Cai, Pietro Caputo and Matteo Quattropani.
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Crossing lemmas for multigraphs?

Guillem Perarnau

Universitat Politècnica de Catalunya

Abstract

The celebrated Crossing Lemma of Thurston and Ajtai, Chvátal, Newborn, and Szemerédi gives an
asymptotically tight lower bound on the number of edge crossing in any drawing of a graph G in the
plane which has n vertices and e > 3n− 6 edges. The lemma has found many applications in topological
graph theory, additive number theory, combinatorial geometry, and elsewhere. In order to extend its
range of applications, for more than 40 years, there have been many attempts to strengthen this lemma
for various special classes of graphs, and to generalize it to multigraphs (where there can be several
edges between any pair of vertices). We describe some recent efforts in this direction, and raise several
open problems.
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Symmetry in discrete structures: graphs, groups and algorithms

Pascal Schweitzer

TU Darmstadt

Abstract

The concept of symmetry is ubiquitous in the study of discrete combinatorial objects. The ensemble of
symmetries of an object G is its automorphism group Aut(G). It provides us with structural information
of the object. The group also captures how its symmetries relate to one another. While symmetries are
interesting to study in their own right, symmetries also have direct applications in diverse areas that
make use of combinatorial objects.

In the talk, I will describe various facets of research surrounding the structure, detection and
application of symmetries.

• Regarding the structure of symmetry, I will discuss automorphism groups of graphs in minor-closed
graph classes. Examples of such graph classes include the class of trees, planar graphs, graphs
of bounded genus (i.e., graphs embeddable into a fixed surface without crossings), and graphs
of bounded tree width. While a classic result of Frucht shows that every finite group is the
automorphism group of a finite graph, Babai showed that with a fixed graph class that excludes
a fixed minor not all groups can be represented as automorphism groups. The talk will discuss
general structure theorems for the automorphism group of minor-closed graph classes.

• Regarding detection of symmetry, it is well known that the so-called graph isomorphism problem,
which asks us to decide whether two given graphs are isomorphic, is universal in the following sense.
The computation of the automorphism group of an arbitrary (explicitly given) combinatorial
object reduces, in polynomial time, to the graph isomorphism problem. The isomorphism problem
in turn reduces to a related problem, the problem of computing a canonical labeling. In some
contexts this is referred to as computing a normal form of a given graph. The talk will discuss some
recent advances in the research on the theory and implementation of practical graph isomorphism
solvers.

• Regarding application of symmetry, I will focus on a particular type of application in finite model
theory. Specifically, I will touch on the quest for a logic capturing Ptime and discuss how it
relates to the graph isomorphism and graph canonization problems.

This talk is in part an overview over various results obtained within the ERC-Project EngageS
(https://www.mathematik.tu-darmstadt.de/EngageS) and based on joint work with numerous
co-authors.

https://www.mathematik.tu-darmstadt.de/EngageS


Contributed Talks
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Extending a conjecture of Graham and Lovász on the distance
characteristic polynomial

Aida Abiad1*,†,‡, Boris Brimkov2§, Sakander Hayat3¶, Antonina P. Khramova4*, Jack H.
Koolen5∥

*Department of Mathematics and Computer Science, Eindhoven University of Technology, The Nether-
lands
†Department of Mathematics: Analysis, Logic and Discrete Mathematics, Ghent University, Belgium
‡Department of Mathematics and Data Science, Vrije Universiteit Brussel, Belgium
§Department of Mathematics and Statistics, Slippery Rock University, U.S.A.
¶Faculty of Engineering Sciences, GIK Institute of Engineering Sciences and Technology, Topi, Swabi,
23460, Pakistan
∥School of Mathematical Sciences, University of Science and Technology of China, Hefei, China

The full version of this work will be published elsewhere.

Abstract

Graham and Lovász conjectured in 1978 that the sequence of normalized coefficients of
the distance characteristic polynomial of a tree of order n is unimodal with the maximum
value occurring at ⌊n

2 ⌋. In this paper we extend this old conjecture to block graphs. In
particular, we prove the unimodality part and we establish the peak for several extremal
cases of block graphs with small diameter.

1 Introduction

In [6], Graham and Lovász have studied the coefficients of the distance characteristic polynomial of a
tree T on n vertices. In particular, they proved a previously conjectured [5] formula for the coefficients
which depends on the number of certain subtrees of T . The formula for the coefficient of xk also has a
factor (−1)n2n−k−2 for k ∈ {0, . . . , n}. It thus makes sence to consider normalized coefficients of the
distance characteristic polynomial of tree, which are obtained from original coefficients by dividing by
(−1)n2n−k−2 for every k.

Definition 1. A sequence a0, a1, a2, . . . , an of real numbers is unimodal if there is a k such that
ai−1 ≤ ai for i ≤ k and ai ≥ ai+1 for i ≥ k. A sequence is log-concave if a2

j ≥ aj−1aj+1 for all
j = 1, . . . , n− 1.

In the same paper [6], Graham and Lovász conjectured that the sequence of normalized coefficients
of T is unimodal with the maximum value occurring at ⌊n

2 ⌋ for a tree T of order n. Later, Collins [3]
confirmed the conjecture for the star Sn, and also showed that for a path Pn, the sequence is unimodal
with a maximum value at (1 − 1√

5)n. Thus, Graham and Lovász conjecture was reformulated as follows.
1Email: a.abiad.monge@tue.nl. Research of A. A. partially supported by the FWO (Research Foundation Flanders),

grant number 1285921N.
2Email: boris.brimkov@sru.edu
3Email: sakander.hayat@giki.edu.pk.
4Email: a.khramova@tue.nl. Research of A. K. supported by the NWO (Dutch Science Foundation), grant number

OCENW.KLEIN.475.
5Email: koolen@ustc.edu.cn. Research of J. K. partially supported by the National Natural Science Foundation of

China (No. 12071454), Anhui Initiative in Quantum Information Technologies (No. AHY150000) and the National Key R
and D Program of China (No. 2020YFA0713100).
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Conjecture 2. [6, 3] The coefficients of the distance characteristic polynomial of any tree with n
vertices are unimodal with peak between ⌊n

2 ⌋ and ⌈(1 − 1√
5)n⌉.

Aalipour et al. [1] confirmed the unimodality part of the Graham-Lovász conjecture by proving that
the sequence of normalized coefficients of a tree is indeed always unimodal; in fact, they proved the
stronger statement that this sequence is log-concave.

A natural generalization of trees are clique trees, or block graphs.

Definition 3. A connected graph is a block graph or clique tree if its blocks, or 2-connected components,
are cliques.

In this paper we investigate Conjecture 2 with regard to block graphs. In particular, we establish
the unimodality part of Conjecture 2 for block graphs, extending the corresponding result for trees by
Aalipour et al. [1]. We also show the peak part of Conjecture 2 holds for several extremal classes of
block graphs with small diameter, extending Collins’ result for star graphs [3].

2 Preliminaries

Throughout this paper, G = (V,E) will denote an undirected, simple, loopless graph with n vertices.
The distance matrix of G, denoted by D(G), is the matrix indexed by the vertices of G whose (i, j)-entry
equals the distance between the vertices vi and vj . The characteristic polynomial of D(G) is denoted
by pD(G)(x), and ck is the coefficient of xk in this polynomial.

Definition 4. Given two graphs G and H, their Cartesian product is the graph G□H whose vertex
set is V (G) × V (H) and whose edges are the pairs ((a, x), (b, y)) with a, b ∈ V (G), x, y ∈ V (H) and
either (a, b) ∈ E(G) and x = y, or a = b and (x, y) ∈ E(H).
The Cartesian product H1□ · · ·□Hk of graphs H1, . . . ,Hk is also denoted ∏k

h=1Hh.

The Cartesian product of d copies of Kn is also known as the Hamming graph. In particular, a
hypercube is the Cartesian product of d copies of K2.

With any connected graph G a metric space can be associated.

Definition 5. The path metric dG of G is defined for all vertices u, v ∈ V , dG(u, v) as the distance
between u and v in G. Then (V, dG) is the graphic metric space associated with G.

Finally, we will make use of the following well-known result; it has been proved, e.g., in [2, Lemma 1.1]
with the additional assumption that the polynomial coefficients are nonnegative, but it is straightforward
to remove that assumption.

Lemma 6. (i) If p(x) = anxn + · · · + a1x+ a0 is a real-rooted polynomial, then the coefficient sequence
ai of p is log-concave.

(ii) If the sequence a0, a1, a2, . . . , an is positive and log-concave, then it is unimodal.

3 On ℓ1-embeddability of metric spaces

In this section we develop a general theory regarding metric spaces, particularly the metric hierarchy
of spaces whose distance matrix have exactly one positive eigenvalue. The main result of this section,
Theorem 11, is later used to show the unimodality of Graham and Lovász conjecture for block graphs.

Definition 7. A metric space (X, d) is of negative type if for all weight functions w : X → Z with∑
x∈X

w(x) = 0 we have
∑

x∈X

∑

y∈X

w(x)w(y)d(x, y) ≤ 0. (1)
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If the same inequality holds for all weight functions with ∑
x∈X

w(x) = 1, then we say that (X, d) is

hypermetric.

It is fairly easy to show that (X, d) being hypermetric implies it is of negative type.

Definition 8. A metric space (X, d) is said to be ℓ1-embeddable if it can be embedded isometrically
into the ℓ1-space (Rm, dℓ1) for some integer m ≥ 1. Here, dℓ1 is defined by

dℓ1(x, y) :=
∑

1≤i≤m

|xi − yi| for x, y ∈ Rm.

Note that ℓ1-embeddability of (X, d) implies it is hypermetric [9].

Definition 9. A metric space (Vn, d) is hypercube embeddable if it can be isometrically embedded
into the space ({0, 1}m, dℓ1) for some m ≥ 1, i.e., if there are n binary vectors v1, . . . , vn ∈ {0, 1}m such
that

d(i, j) = dℓ1(vi, vj) for all i, j ∈ Vn.

It can be shown that hypercube embeddability implies ℓ1-embeddability.
We have the following implications:

(X, d) is hypercube embeddable
⇓

(X, d) is ℓ1-embeddable
⇓

(X, d) is hypermetric
⇓

(X, d) is of negative type
⇓

The distance matrix of G has exactly one positive eigenvalue

Let (X1, d1) and (X2, d2) be two metric spaces. Their direct product is the metric space (X1 ×
X2, d1 ⊗ d2) where, for x1, y1 ∈ X1, x2, y2 ∈ X2,

d1 ⊗ d2
(
(x1, x2), (y1, y2)

)
= d1(x1, y1) + d2(x2, y2). (2)

Note that for path metrics, the direct product operation corresponds to the Cartesian product of graphs.
Namely, if G and H are two connected graphs, then the direct product of their path metrics coincides
with the path metric of the Cartesian product of G and H.

This lemma provides a relation between the metric hierarchy and the direct product of respective
metric spaces.

Lemma 10. Let di be a distance on the set Xi, for i = 1, 2. Then (X1 ×X2, d1 ⊗ d2) is of negative
type if and only if both (X1, d1) and (X2, d2) are of negative type.

The proof is technical and follows from definitions of a metric space of negative type and a direct
product of metric spaces.

Theorem 11. Let G be the a graph whose 2-connected components are of negative type. If D(G) is the
distance matrix of G, then D(G) has exactly one positive eigenvalue.

Proof. Lemma 10 ensures us that the Cartesian product of the 2-connected components of G is of
negative type. Finally, we just need to observe that G is an isometric subgraph of the Cartesian product,
and the result follows immediately.
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We note without proof that both Lemma 10 and Theorem 11 also hold if the 2-connected components
are hypercube, ℓ1-embeddable or hypermetric.

Lin, Liu, and Lu have shown that the distance matrix of a block graph has exactly one positive
eigenvalue [8, Theorem 3.2]. Since the 2-connected components of a block graph are ℓ1-embeddable and
are thus of negative type, Theorem 11 generalizes this result.

4 Graham and Lovász conjecture for block graphs

4.1 Unimodality for block graphs

In this section we show that the sequence of coefficients of the distance characteristic polynomial of a
block graph is unimodal. We begin with a preliminary result.

Lemma 12. The coefficients of the distance characteristic polynomial of a block graph G satisfy

(−1)n−1ck > 0 for 0 ≤ k ≤ n− 2.

Proof. From Theorem 11 the distance matrix D(G) of a block graph G has one positive and n − 1
negative eigenvalues. We now extend the argument given in [5, Theorem 2.3] that (−1)n−1ck(T ) > 0
for 0 ≤ k ≤ n − 2 for a tree T , given that its distance matrix has one positive and n − 1 negative
eigenvalues. Let the eigenvalues of D(G) for a block graph G be denoted by λ1,−λ2, . . . ,−λn, where
λi > 0 for i = 1, . . . , n. Then the distance characteristic polynomial is

det(D(G) − xI) = (−1)n(x− λ1)(x+ λ2) . . . (x+ λn) =

= (−1)n(x− λ1)
n−1∑

k=0
gn−1−kx

k =

= (−1)n

(
xn +

n−1∑

k=1
(gn−k − λ1gn−k−1)xk − λ1gn−1

)
,

where gk is the sum of all k-fold products of λ2, . . . , λn. Then, cn−1(G) = g1 − λ1, but also cn−1 =
−cntr(D) = 0; thus, g1 = λ1. Then, since gn−k − λ1gn−k−1 = gn−k − g1gn−k−1 < 0 for k = 1, . . . , n− 2,
and since for k = 0, −λ1gn−1 = −g1gn−1 = −

n∏
i=1

λi < 0, it follows that (−1)n−1ck > 0 for 0 ≤ k ≤
n− 2.

Theorem 13. For a block graph G, the sequence of coefficients of the distance characteristic polynomial
(−1)n−1c0, . . . , (−1)n−1cn−2 is unimodal.

Proof. First, it follows from Lemma 12 that if G is a block graph, then the coefficients of the distance
characteristic polynomial satisfy (−1)n−1ck > 0 for 0 ≤ k ≤ n− 2.

Since the distance matrix D is a real symmetric matrix, the distance characteristic polynomial is
real-rooted. From Lemma 6(i), it follows that the sequence of coefficients is log-concave. Moreover, since

(−1)n−1ck > 0 for 0 ≤ k ≤ n− 2,

then Lemma 6(ii) implies that the sequence of coefficients of the distance characteristic polynomial is
unimodal.

4.2 Peak location for extremal classes of block graphs

In this section we focus on establishing the peak location part of Conjecture 2 for several families of
block graphs: the union of two cliques by a vertex, the barbell and lollipop graphs, and graphs of one
large clique, two pendant vertices and a single cut vertex.
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Theorem 14. Let G be a graph obtained by adding a universal vertex to the disjoint union of two
cliques Kt, and let n = |V (G)| = 2t+ 1. Then the sequence of coefficients of the distance characteristic
polynomial of G is unimodal with peak at ⌊n

2 ⌋.
Proof. Using the quotient matrix, we can compute the distance characteristic polynomial of G to be

pD(x) = (x+ 1)2t−2(−(t+ 1) − x)(−2t− (3t− 1)x+ x2) =
= (x+ 1)2t−2(ax3 + bx2 + cx+ d),

where a = −1, b = 2t− 2, c = 3t2 + 4t− 1, and d = 2t2 + 2t. Multiplying the binomial expansion of
(x+ 1)2t−2 by (ax3 + bx2 + cx+ d) and combining the coefficients of terms with the same power, we
obtain the coefficient of xt−j for t ≥ 4 and j ≥ 0,

ct−j = a

(
2t− 2
t− 3 − j

)
+ b

(
2t− 2
t− 2 − j

)
+ c

(
2t− 2
t− 1 − j

)
+ d

(
2t− 2
t− j

)
. (3)

Using the formula
(n

k

)
= (n−k+1)

k

( n
k−1
)
, we can rewrite (3) as

ct−j =
(

2t− 2
t− 3 − j

)(
a+ b · j + t+ 1

t− j − 2 + c · j + t+ 1
t− j − 2 · j + t

t− j − 1 +

+ d · j + t− 1
t− j − 2 · j + t

t− j − 1 · j + t+ 1
t− j

)
=

=
(

2t− 2
t− 3 − j

)
· f(t, j),

where f(t, j) = t(j+t)(t(j2+j(3−4t)−t(5t+11)+2)+2)
(j−t)(j−t+1)(j−t+2) . Then, ct−j ≥ ct−(j+1) if and only if
(

2t− 2
t− 3 − j

)
· f(t, j) ≥

(
2t− 2

t− 3 − (j + 1)

)
· f(t, j + 1),

which is equivalent to
f(t, j)
t− 3 − j

≥ f(t, j + 1)
t+ j + 2 . (4)

It can be verified by symbolic algebra for rational functions that (4) holds for all integers j and t with
t ≥ 4 and 0 ≤ j < t− 3; for t ≤ 3, it can be verified that ct−j ≥ ct−(j+1) by explicitly computing the
distance characteristic polynomial. Similarly as above, it can be shown that ct+j ≥ ct+(j+1) for all t
and j ≥ 0. Thus, it follows that c0 ≤ . . . ≤ ct ≥ . . . ≥ c2t+1, and hence the distance characteristic
polynomial of G is unimodal with peak at t = ⌊2t+1

2 ⌋ = ⌊n
2 ⌋.

Definition 15. A barbell graph B(t, ℓ) is obtained by connecting two cliques Kt with a path on ℓ
vertices by identifying the leaves of the path with one of the vertices in each clique. A lollipop graph
L(t, ℓ) is obtained by adding a path on ℓ vertices to a single clique Kt so that one of the leaves of the
path is also a vertex of the clique.

To locate the peak of the coefficients of the distance characteristic polynomial for a barbell or a
lollipop graph, an approach similar to one in Theorem 14 can be used: namely, a quotient partition is
considered, and an explicit formula for the coefficient can be obtained using the characteristic polynomial
of the quotient matrix and the results on the spectrum of G, see [7, Theorems 3.1, 3.3]. Knowing the
formula, we consider inequality ci ≥ ci−1 and directly show that it holds if i = p and does not hold if
i = p+ 1, where p is the conjectured peak location. Unimodality of the sequence of coefficients then
implies that these two inequalities are sufficient to locate the peak. To compare, the methods that are
used by Collins to locate the peak for families of trees in [3] are based on structural properties of the
distance matrix itself and do not require identifying the distance spectrum and the distance polynomial
of a graph.

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es



16

Theorem 16. Let G be a barbell graph B(t, ℓ), so that |V (G)| = n = 2t+ ℓ− 2. Then the sequence of
coefficients of the distance characteristic polynomial of G is unimodal with peak at t− 1 if ℓ = 2 and at
t if ℓ ∈ {3, 4, 5}.

Corollary 17. Let G be a lollipop graph L(t, ℓ), so that |V (G)| = n = t + ℓ − 1. Let ℓ ∈ {2, 3, 4, 5}.
Then the sequence of coefficients of the distance characteristic polynomial of G is unimodal with peak at
⌊n−1

2 ⌋.

Finally, let G be a block graph with a single cut vertex, one t-clique, and m 2-cliques. The next result
shows the peak location for the sequence of coefficients in case m = 2.

Theorem 18. Let G be a block graph obtained by adding two edges incident to one vertex of a clique of
size t, so that there is exactly one cut vertex in G and the number of vertices is n = t+ 2. Then the the
sequence of coefficients of the distance characteristic polynomial of G is unimodal with peak at ⌈n

2 ⌉.

The proof follows a method similar to one demonstrated for the classes of block graphs considered
previously, apart from a few technical details which arise from differences in the distance spectrum of
the graph.

Based on the results in this section and SageMath simulations, we end up by posing the following
question.

Question 19. Are the coefficients of the distance characteristic polynomial of any block graph with n
vertices unimodal with peak between ⌊n

3 ⌋ and ⌈n
2 ⌉?
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Abstract

We study unit disk visibility graphs, where the visibility relation between a pair of
geometric entities is defined by not only obstacles, but also the distance between them.
This particular graph class models real world scenarios more accurately compared to the
conventional visibility graphs. We first define and classify the unit disk visibility graphs,
and then show that the 3-coloring problem is NP-complete when unit disk visibility model
is used for a set of line segments (which applies to a set of points) even when every segment
is axis-parallel (i.e., parallel to either x- or y-axis) or when every segment has unit length
(i.e., 1-unit long), and for a polygon with holes.

1 Introduction

A visibility graph is a simple graph G = (V,E) defined over a set P = {p1, . . . , pn} of n geometric
entities where a vertex u ∈ V represents a geometric entity pu ∈ P, and the edge uv ∈ E exists if and
only if pu and pv are mutually visible (or see each other). In the literature, visibility graphs were studied
considering various geometric sets such as a simple polygon [13], a polygon with holes [15], a set of
points [4], a set of line segments [6], along with different visibility models [8, 10].

Visibility graphs are used to describe real-world scenarios majority of which concern the mobile robots
and path planning [2]. However, the physical limitations of the real world are usually overlooked or
ignored while using visibility graphs. Since no camera, sensor, or guard (the objects represented by
vertices of a visibility graph) has infinite range, two objects might not sense each other even though
there are no obstacles in-between. Based on such a limitation, we assume that a pair of objects do not
see each other if they are too far from each other. To model this notion, we adapt unit disk graphs.
G is called a unit disk visibility graph of P if the existence of an edge uv ∈ E means that the straight

line connecting pu and pv does not intersect any obstacles (e.g., some pw /∈ {pu, pv}), and the Euclidean
distance between them is at most 1 unit. Unit disk point visibility graphs are well-defined by this
definition whereas for unit disk segment graphs and polygon visibility graphs, the additional constraints
are the following: i) the edges of a unit disk segment visibility graph cannot intersect any segment, ii)
the edges of a unit disk polygon visibility graph must lie entirely inside the polygon, and iii) the segment
lengths and the length of boundary edges of a polygon are at most 1 unit. We adapt vertex-visibility
meaning that the visibility relations are between points and endpoints of the given set of geometric
entities. Figure 1 shows examples of mentioned types of unit disk visibility graphs.

The 3-coloring problem [9] is a famous NP-complete problem which asks if a graph has a (proper)
3-coloring, i.e. all vertices receive one of the three pre-given colors so that no two adjacent vertices
receive the same color. In this paper, we show that this problem is NP-complete on unit disk visibility
graphs of a set of line segments (even when every segment is axis-parallel, or when every segment has
unit length), and a polygon with holes.

1Email: agaoglu@mail.muni.cz. This author has been supported by the Czech Science Foundation, project no. 20-04567S.
2Email: cagirici@ryerson.ca
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0 1
0

1

(a)

0 1
0

1

(b)

0 1
0

1

(c)

0 1
0

1

(d)

Figure 1: Unit disk visibility relations of (a) a set of points, (b) a set of line segments, (c) a simple
polygon, and (d) a polygon with a hole.

2 Preliminary results

In this section, we prove that unit disk visibility graphs are not included in the (hierarchic) intersection
of unit disk graphs and visibility graphs. We first show that visibility graphs are a proper subclass
of unit disk visibility graphs. We assume that the given geometric set is a set of points, since every
visibility graph considered in this paper can be embedded in the Euclidean plane; points, endpoints of a
set of line segments, and the vertices of a polygon.

Lemma 1. Consider a set P = {p1, . . . , pn} of points, and the visibility graph G(P ) of P . There exists
an embedding of P , such that the Euclidean distance between every pair p, q ∈ P is at most one unit,
preserving the visibility relations.

By Lemma 1, a given set P of points can be scaled down to obtain P ′ so that every point in P ′ is
inside a unit circle, and the visibility graph G(P ) of P is exactly the same as the unit disk visibility
graph of P ′. We get the following.

Lemma 2. If a problem Q is NP-hard for point visibility graphs, then Q is also NP-hard for unit disk
point visibility graphs.

We now obtain the following classification.

Lemma 3. Unit disk visibility graphs are not a subclass of unit disk graphs.

The idea used to prove Lemma 3 is that unit disk point, segment and polygon visibility graphs can
contain an induced K1,6 which is a forbidden induced subgraph for unit disk graphs [12].

Lemma 4. Unit disk graphs are a proper subclass of unit disk point visibility graphs, and not a subclass
of unit disk segment and polygon visibility graphs.

Proof sketch. Given a representation of a unit disk graph, we can simply perturb the disk centers slightly
to obtain a set of points in general position in which no three points are collinear [7], which together
with Lemma 3 shows that unit disk graphs are a proper subclass of unit disk point visibility graphs.
However, unit disk segment visibility graphs require an even number of vertices since each segment
has two endpoints, unit disk visibility graphs for simple polygons require Hamiltonian cycles forming
the boundary of the simple polygon, and unit disk visibility graphs for polygons with holes require
induced chordless cycles since visibility edges must lie within the polygon. Since these structures need
not appear in unit disk graphs, unit disk segment and polygon visibility graphs are not a subclass of
unit disk visibility graphs.

3 Main results

In this section, we mention our NP-hardness reductions. A polynomial-time NP-hardness reduction
from an NP-complete problem Q to another problem P is to map any instance Φ of Q to some instance
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Ψ of P such that Φ is a YES-instance of Q if and only if Ψ is a YES-instance of P, in polynomial time
and polynomial space. We first show that the 3-coloring problem for unit disk segment visibility graphs
is NP-hard, using a reduction from the Monotone NAE3SAT problem which is a 3SAT variant [14]
with no negated variables, and to satisfy the circuit, at least one true variable and one false variable
must appear in each clause.

q
r
s
t

q ∨ s ∨ t q ∨ r ∨ t r ∨ s ∨ t

(a) An NAE3SAT formula with variables q, r, s, t, and
the given clauses.

. . . q

. . . r

. . . s

. . . t

(b) The wires transferring one of two colors.

(c) A long edge gadget constructed by six line segments
having a unique 3-coloring.

color of x

color of y

color of z

not-all-equal
x ∨ y ∨ z

(d) The clause gadget for x ∨ y ∨ z.
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(e) The edge crossing gadget
transferring the color from a
to r and h to o which has
exactly two distinct proper
3-colorings.
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(f) The same gadget in (e)
and its only proper 3-color-
ing distinct from the 3-col-
oring given in (e) up to a
permutation of colors.
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(g) The embedding of (e).

Figure 2: The gadgets used in the proof of Theorem 5.

Theorem 5. There is a polynomial-time reduction from the Monotone NAE3SAT problem to the
3-coloring problem for unit disk segment visibility graphs.

Proof sketch. Given an NAE3SAT formula as in Figure 2a, three main components of our reduction are
as follows.

(1) A long edge shown in Figure 2c is used to transfer a color from one end to the other (similar to
transferring the truth assignment of a variable). This configuration, no matter how long, has a unique
3-coloring (up to permutation).

(2) A clause gadget shown in Figure 2d is modelled by three line segments xx′, yy′, and zz′, not
allowing three variables to have the same truth assignment. If all x, y, z have the same color, then this
clause gadget cannot be 3-colored.

(3) An edge crossing gadget shown in Figure 2e describes a certificate for an edge crossing in the
circuit so that it can be realized as a set of non-intersecting line segments with its embedding given in
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Figure 2g. It has exactly two distinct 3-colorings (up to permutation) shown in Figure 2e and Figure 2f.
Given a Monotone NAE3SAT formula with m clauses C1, . . . , Cm and n variables q1, . . . , qn, we

construct the corresponding unit disk segment visibility graph G as follows:

• For each variable qi, add a vertex vi to G and a long horizontal edge Hi transferring its color.

• For each clause Ci and each variable qj in Ci, add a triangle Ti to G together with a long vertical
edge Vj transferring the color of vj .

• For each Vj crossing an Hi, add an edge crossing gadget to G replacing the intersection Vj ∪Hi.

Since this polynomial-time reduction works correctly, and the Monotone NAE3SAT problem is
NP-complete [14], the 3-coloring problem for unit disk segment visibility graphs is also NP-complete.

Remark 6. The 3-coloring problem for unit disk graphs is NP-complete [11], and by Lemma 4, it is
NP-complete for unit disk point visibility graphs. For an alternative reduction to [11], our gadgets can
be utilized with small modifications.

We now show that the 3-coloring problem for unit disk visibility graphs of polygons with holes is
NP-hard by giving a reduction from the 3-coloring problem for 4-regular planar graphs [5].

u v

(a) A corridor modelling the
edges in a planar graph.

−1 0 1
−1

0

1

(b) The chamber that re-
places the vertices.

a
b c

d e

f

(c) An example 4-regular
planar graph.

a

b c

d e

f

(d) The polygon that cor-
responds to (c).

Figure 3: The gadgets used in the proof of Theorem 7.

Theorem 7. There is a polynomial-time reduction from the 3-coloring problem for 4-regular planar
graphs to the 3-coloring problem for unit disk visibility graphs of polygons with holes.

Proof sketch. Given a 4-regular planar graph as in Figure 3c, two main components of our reduction are
as follows.

(1) A corridor shown in Figure 3a replaces the edges. This gadget makes sure that the two ends of
an edge receive different colors.

(2) A chamber shown in Figure 3b replaces the vertices. It is an induced subgraph with 12 vertices.
One of them acts as the central vertex, and the boundary vertices act as the openings to the corridors
which connect it to other chambers.

Given a 4-regular planar graph H on n vertices v1, . . . , vn, we construct the corresponding polygon P
with holes as follows:

• For each vertex vi, add a chamber to P whose central vertex is vertex ui.

• For each pair of adjacent vertices (vi, vj), add a corridor to P between the chambers with central
vertices ui and uj .

Since this polynomial-time reduction works correctly, and the 3-coloring problem for 4-regular planar
graphs is NP-complete [5], this problem is also NP-complete for unit disk visibility graphs of polygons
with holes.

We now consider two problems which were left open in [1], and show that the 3-coloring problem for
unit disk segment visibility graphs is NP-hard even when we restrict every segment to be axis-parallel,
and when we restrict every segment to have unit length, solving both open problems 1 and 2.
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(a) The edge crossing
gadget transferring the
color from a to j and d
to p which has exactly
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(c) The embedding of (a)
where every segment is axis-
parallel.
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(d) The embedding of (a)
where every segment has
unit length.

Figure 4: The gadgets used in the proof of Theorem 8.

Theorem 8. The 3-coloring problem for unit disk visibility graphs of line segments is NP-hard i) when
every segment is axis-parallel, and ii) when every segment have unit length.

Proof sketch. Firstly, we note here that both the long edge gadget shown in Figure 2c and the clause
gadget shown in Figure 2d can be embedded in such a way that all their segments are both 1 unit
long and parallel to either x-axis or y-axis. We replace the edge crossing gadget in Figure 2e used
to prove the NP-completeness of 3-coloring problem for unit disk segment visibility graphs with the
gadget shown in Figure 4a. By doing so, we describe a similar certificate for the circuit which has edge
crossings (wires that overlap). Similar to the previous one, the new gadget also has exactly two distinct
3-colorings (up to permutation) shown in Figure 4a and Figure 4b. This gadget can be realized as a set
of non-intersecting line segments where i) every segment is axis-parallel with its embedding given in
Figure 4c, and ii) every segment has unit length with its embedding given in Figure 4d.

Endpoints (x,y)
in Figure 2g

a (0.00,2.10)
b (0.60,2.90)
c (0.40,1.30)
d (0.60,1.70)
e (1.40,1.50)
f (1.40,2.10)
g (1.20,2.50)
h (1.40,3.40)
i (1.85,2.15)
j (2.10,3.00)
k (2.20,1.20)
l (2.20,2.20)

m (1.30,0.40)
n (1.30,0.90)
o (2.00,0.00)
p (2.00,0.60)
q (2.70,1.40)
r (3.10,1.40)

Endpoints (x,y)
in Figure 4c

a (0.00, 2.50)
b (1.00, 2.50)
c (0.60, 2.00)
d (0.60, 1.00)
e (1.00, 2.00)
f (1.00, 1.00)
g (1.50, 1.47)
h (1.85, 1.47)
i (2.00, 0.60)
j (2.50, 0.60)
k (1.38, 0.42)
l (1.38, 0.05)

m (1.88, 2.50)
n (2.70, 3.00)
o (1.88, 2.00)
p (2.70, 2.00)
q (2.60, 1.30)
r (3.29, 1.30)

Endpoints (x,y)
in Figure 4d

a (0.00, 3.50)
b (1.00, 3.50)
c (0.60, 2.80)
d (0.60, 1.80)
e (1.00, 2.80)
f (1.00, 1.80)
g (1.15, 2.45)
h (1.75, 1.65)
i (1.90, 0.90)
j (2.90, 0.90)
k (0.95, 0.87)
l (1.55, 0.07)

m (1.80, 3.45)
n (2.30, 3.59)
o (1.80, 2.45)
p (2.30, 2.59)
q (2.40, 1.60)
r (3.00, 2.40)

Table 1: The tables containing (x, y)-coordinates of the endpoints in Figure 2g, Figure 4c and Figure 4d.
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4 Conclusions

We have introduced the unit disk visibility graphs, and proved the following:

• Visibility graphs are a proper subclass of unit disk visibility graphs.

• Unit disk graphs are a proper subclass of unit disk point visibility graphs while they are neither a
subclass nor a superclass of unit disk visibility graphs of a set of line segments, simple polygons
or polygons with holes.

• The 3-coloring problem for unit disk segment visibility graphs is NP-complete even when i) when
every segment is axis-parallel, and when ii) when every segment has unit length.

• The 3-coloring problem for unit disk visibility graphs of polygons with holes is NP-complete.

We leave the 3-coloring problem for unit disk segment visibility graphs open when every segment is
axis-parallel and also has unit length. In [3], it was proven that for visibility graphs of simple polygons,
the 4-coloring problem can be solved in polynomial time, and the 5-coloring problem is NP-complete.
We would like to investigate the complexity of the 3-coloring and 4-coloring problems for unit disk
visibility graphs as future work.

References
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1 Introduction

In the mid 1990s Stanley [10] introduced a symmetric function generalization of the chromatic polynomial.
For any graph G = (V,E), if x1, x2, . . . are commuting variables then

XG =
∑

κ

xκ(v1)xκ(v2) · · ·xκ(vn) ,

where v1, . . . , vn are the vertices of G and the sum runs over all proper colorings κ : V → P of G with
positive integers. The function XG is known as the chromatic symmetric function (CSF) of G. If we set
x1 = x2 = . . . = xk = 1 and all other variables to zero, XG specializes to the evaluation χG(k) of the
ordinary chromatic polynomial. In this paper we allow graphs to have loops and multiple edges; as it is
the case for the chromatic polynomial, the chromatic symmetric function of a graph with loops is zero,
and removing duplicated edges from G does not change its chromatic symmetric function.

In his seminal paper Stanley expressed XG using the classical bases of symmetric functions, proved
many results and made several conjectures related to XG. One open question is Stanley’s tree isomor-
phism problem which asks whether the chromatic symmetric function distinguishes non-isomorphic trees
(in [10] there is an example showing that it does not distinguish graphs with cycles). The answer is
know to be positive for trees with fewer than 30 vertices, for caterpillars and for some smaller subclasses
of trees (see for instance [2, 6, 7, 8]). In this paper we contribute to this problem by first finding a new
expression for the CSF.

One of the results in Stanley’s paper is the expansion of the CSF in the power sum basis: for any
positive integer k let pk = ∑

i≥1 x
k
i and for a partition λ = (λ1, λ2, · · · , λl) of n let pλ = pλ1pλ2 · · · pλl

.
The family {pλ | λ ⊢ n}, that is, the collection of those pλ where λ is a partition of n, is a basis for the
homogeneous symmetric functions of degree n. Stanley [10, Theorem 2.5] proved that

XG =
∑

A⊆E

(−1)|A|pλ(A),

where λ(A) is the partition of |V | whose parts are the number of vertices in the connected components
of the spanning subgraph G|A = (V,A).

Here we study the expansion of the CSF in another basis for symmetric functions that we call the
star-basis. For this, we first need a result of Cho and van Willigenburg [3]. Let {Gk}k∈N be a family of
connected graphs with Gk having k vertices; given λ ⊢ n of length l, define Gλ = Gλ1 ⊔Gλ2 ⊔ · · · ⊔Gλl

.
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Then the set {XGλ
| λ ⊢ n} is a basis for the homogeneous symmetric functions of degree n [3, Theorem

5]. The star-basis is the basis obtained by this construction when Gk is the star-graph K1,k−1. We
write stk = XK1,k−1 .

To develop our results we need to work with vertex-weighted graphs, and more generally with
marked graphs, that are fit into the notion of graphs weighted by elements of a semigroup; we recall
this concept in Section 2. There we also review the weighted chromatic symmetric function of Crew
and Spirkl ([4]) and prove a relation, that we call deletion-near-contraction, that holds both for the
weighted and ordinary CSF (as mentioned in Section 2, the ordinary CSF does not satisfy the classical
deletion-contraction recurrence satisfied by the chromatic polynomial). This deletion-near-contraction
relation can be used to recursively compute the expansion of the CSF in the star-basis. In Section 3 we
introduce marked graphs and the marked graph polynomial, the M -polynomial, which is defined by
deletion-contraction. We also consider a particular specialization of the M -polynomial that we call the
D-polynomial. They both satisfy a deletion-near-contraction relation and the D-polynomial gives the
expasion of the CSF in the star-basis upon a variable substitution. We also study when cancellations
arise when doing these specialization and substitution. In the final section, we discuss the relation with
the tree isomorphism problem and show that it has a positive answer for the class of trees of diameter
at most five such that every vertex is either a leaf or adjacent to a leaf.

2 Semigroup-weighted graphs and the deletion-near-contraction for-
mula

We start by reviewing the definition and operations of graphs weighted by a commutative semigroup
(S, ⋆), as in [5]. An S-weighted graph is a pair (G, s) where G is a graph and s : V → S is a function.
For a set of vertices U = {u1, . . . , uk} of G, its total weight is s(u1) ⋆ · · · ⋆ s(uk). The results in this
section are for weighted graphs, that is, when S = P (the positive integers) and ⋆ is the usual integer
addition; in this case, we use ω to denote the map s. However, we introduce some further definitions
here for an arbitrary semigroup S since they are needed later in the paper.

Given s in S, we say that a multiset {s1, s2, . . . , sl} is a partition of s if s1⋆s2⋆· · ·⋆sl = s. An S-partition
is a partition of s for some s in S. If λ = {s1, s2, . . . , sl} is an S-partition, then zλ := zs1zs2 · · · zsl

. The
S-partition induced by A in (G, s), denoted by λ(G, s, A), is the S-partition determined by the total
weights of the connected components of the spanning subgraph (G|A, s).

Given an edge e = uv of G, the deletion and contraction operations extend naturally to (G, s). Note
that the contraction operation is not defined for loops.

The deletion of edge e is the S-weighted graph (G \ e, s) obtained by deleting the edge e from G and
leaving s unchanged. The contraction of the non-loop edge e loop is the S-weighted graph (G/e, s/e),
where G/e is the contraction of G by e into the contracted vertex ve, and s/e is defined as

s/e(u′) =
{

s(u) ⋆ s(v), if u′ = ve,

s(u′), otherwise.

In [4], Crew and Spirkl extended the definition of the chromatic symmetric function to weighted
graphs. The weighted chromatic symmetric function of a weighted graph (G,ω) is defined as

X(G,ω) =
∑

κ

x
ω(v1)
κ(v1)x

ω(v2)
κ(v2) · · ·xω(vl)

κ(vl) ,

where the sum ranges over all proper colorings κ of the vertices of G with positive integers. If (G,ω) is
unweighted, that is, if ω(v) = 1 for every vertex v, then we have that XG = X(G,ω). If e is an edge of G,
then the weighted chromatic symmetric function satisfies the deletion-contraction formula:

X(G,ω) = X(G\e,ω) −X(G/e,ω/e). (1)
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If (G,ω) is simple, then X(G,ω) = XG\e,ω−X((G/e)s,ω/e), where the superscript s denotes the simplification
of the corresponding graph.

The main reason that the chromatic symmetric function does not satisfy the classical deletion-
contraction relation is that when we contract an edge the resulting graph has one fewer vertex; therefore
the resulting difference of the chromatic symmetric functions is no longer homogeneous. In contrast,
when contracting an edge in a weighted graph the total weight is preserved (since the weights of the
endpoints of the contracted edge are added), and thus the weighted chromatic symmetric functions of
the original and the contracted graph are homogeneous of the same degree.

We now introduce a new relation that also preserves the number of vertices for unweighted graphs,
and we will show that the chromatic symmetric function satisfies this relation. We will first define the
near-contraction operation on weighted graphs: Given a weighted graph (G,ω) and a non-loop edge e in
G, we denote by v′ the contracted vertex in (G/e, ω/e) and define (G,ω) ⊙ e to be the weighted graph
(G/e ∪ {v′v′′}, ω′) where v′′ is a new vertex, and ω′ is given by

ω′(u) =





ω/e(v′) − 1, if u = v′,

1, if u = v′′,

ω/e(u), otherwise.

In other words, (G,ω) ⊙ e is obtained by first contracting e into the contracted vertex v′ and then
attaching a leaf v′′ of weight 1 to v′ and decreasing the weight of v′ by 1 to keep the total weight
constant. The pendant edge ℓe = v′v′′ is called the near-contracted edge of (G,ω) ⊙ e.

Proposition 1. Let (G,ω) be a weighted graph and e be a non-loop edge of G. Then we have

X(G/e,ω/e) = X((G,ω)⊙e)\ℓe
−X(G,ω)⊙e. (2)

Moreover, the weighted chromatic symmetric function satisfies the deletion near-contraction formula:

X(G,ω) = X(G\e,ω) −X((G,ω)⊙e)\ℓe
+X(G,ω)⊙e. (3)

Moreover, if G is simple, then X(G,ω) = X(G\e,ω) −X((G,ω)⊙e)s\ℓe
+X((G,ω)⊙e)s .

Proof. It is easy to see that contracting the near-contracted edge ℓe in (G,ω) ⊙ e yields (G/e, ω/e) and
thus the first assertion follows directly from the deletion-contraction formula (1) applied to (G,ω) ⊙ e
and ℓe. Thus, (3) follows directly from substituting (2) into the deletion-contraction formula now applied
to (G,ω) and e. Note that deleting or near-contracting an edge does not create loops, unless the
near-contraction is applied to a parallel edge. Then, when G is simple all graphs that appear on the
right-hand side of (3) are loopless, and the last statement follows since the weighted chromatic function
of a loopless weighted graph equals that of its simplification.

Remark 2. Observe that if (G,ω) is unweighted, i.e., all the weights are equal to 1, then (G \ e, ω),
(G,ω)⊙e and ((G,ω)⊙e)\ℓe are also unweighted. Thus, Proposition 1 holds as well for the (unweighted)
chromatic symmetric function.

Note that if e is adjacent to a leaf of weight 1, then (G,ω) ⊙ e is weight-isomorphic to (G,ω) by an
isomorphism sending e onto ℓe. In this case Equation (3) does not give any information. Thus, it only
makes sense to apply Proposition 1 to edges that are either internal (i.e., not adjacent to leaves) or have
an incident leaf of weight larger than one. Moreover, it is easy to see that deleting or near-contracting
internal edges decreases the number of internal edges in a graph. Thus, after applying Proposition 1
recursively only to internal edges the procedure must always stop.

If G is a simple unweighted graph with no internal edges, then all the components of G are star
graphs; we call such a graph a star forest. Thus, by recursively applying the deletion-near-contraction
formula until no internal edges are left, we obtain the expansion of XG in terms of the star-basis. In
the next section we give another way of finding this expansion.
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3 Marked graphs and marked-graph polynomials

Let N be the set of non-negative integers. A mark is a pair (w, d) where w ∈ P, d ∈ N and w ≥ d+ 1.
We say that w is the weight of the mark and d is its number of dots. The set of all marks

M = {(w, d) | w ∈ P, d ∈ N, w ≥ d+ 1}

is a semigroup with the dot-sum operation, denoted ∔, defined by

(w, d) ∔ (w′, d′) := (w + w′, d+ d′ + 1).

Following the construction of Section 2, a marked graph is a graph with weights in the semigroup (M,∔);
we denote marked graphs by (G,m), where m : V → M is the map that assigns marks to vertices. If
needed, we identify weighted graphs (that is, with weights in P) with marked graphs with marks of the
form (w, 0), and we identify unweighted graphs with marked graphs with marks (1, 0).

Definition 3. Let y and z = {zw,d | (w, d) ∈ M} be commuting indeterminates. The marked graph
polynomial or M -polynomial of a marked graph (G,m) is defined by the following rules:

1. If G consists only of isolated vertices with corresponding marks (w1, d1),(w2, d2),. . .,(wk, dk), then

M(G,m)(z, y) = zw1,d1zw2,d2 · · · zwk,dk
.

2. If e is a loop of G, then M(G,m)(z, y) = yM(G\e,m)(z, y).

3. If e is a non-loop edge of G, then M(G,m)(z, y) = M(G\e,m)(z, y) +M(G/e,m/e)(z, y).

The M -polynomial is a generalization of the W -polynomial of Noble and Welsh [9] to marked graphs.
It is also a specialization of the V-polynomial of Ellis-Monaghand and Moffatt [5]. In particular,
the following result, that gives the states-model expansion of the M -polynomial, follows from the
corresponding formula for the V-polynomial [5, Theorem 3.5].

Proposition 4. Let (G,m) be a marked graph with n vertices. Then, the M -polynomial is well-defined
and it is a marked-isomorphism invariant. Moreover, it has the following states model representation

M(G,m)(z, y) =
∑

A⊆E(G)
zλ(G,m,A)(y − 1)|A|−n+kG(A), (4)

where kG(A) is the number of connected components of G|A and λ(G,m, A) is the M-partition induced
by the total marks of the connected components of the spanning subgraph G|A.

We next introduce a specialization of the M -polynomial that we call the D-polynomial. We will prove
properties of this specialization that allow us to recover the star-expansion of the chromatic symmetric
function. We use •w,d to represent the one-vertex graph with mark (w, d).

Definition 5. The D-polynomial of a marked graph (G,m) is the polynomial in Z[z, y] defined by

D(G,m)(z, y) = M(G,m)
(
zw,d = D•w,d

, y
)

with D•w,d
= D•w,d

(z, y) :=
d∑

i=0
(−1)i

(
d

i

)
zw−i,0z

i
1,0.

Note that this definition is consistent since M•w,d
(z, y) = zw,d. In particular, note that for any weight

w, D•w,0 = zw,0.

Next, we extend the near-contraction operation to marked graphs. The graph (G,m) ⊙ e is obtained
by first contracting e = uv into the contracted vertex ve, then attaching a leaf v′ of weight (1, 0), and
then changing the mark of ve to (wu + wv − 1, du + dv) where (wu, du) and (wv, dv) are the marks of u
and v respectively. With the same argument as in the proof of Proposition 1 one can show that the
M -polynomial satisfies the deletion-near-contraction recurrence, and so also does the D-polynomial.
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Proposition 6. Let (G,m) be a marked graph and e a non-loop edge of G. Then the D-polynomial
satisfies the following deletion-contraction and deletion-near-contraction relations:

D(G,m)(z, y) = D(G\e,m)(z, y) +D(G/e,m/e)(z, y),
D(G/e,m/e)(z, y) = D(G,m)⊙e(z, y) −D((G,m)⊙e)\ℓe

(z, y),
D(G,m)(z, y) = D(G\e,m)(z, y) −D(G,m)⊙e\ℓe

(z, y) +D(G,m)⊙e(z, y).

Next we introduce another operation that deals with leaves of weight (1, 0).

Definition 7. Let (G,m) be a marked graph. A vertex v is absorbable if v has degree one and mark
(1, 0). An edge e is absorbable if it is incident to an absorbable vertex v. If e = uv is an absorbable edge
where the vertex v is absorbable and m(u) = (w, d), the absorption of e is the marked graph (G/e,m′),
where the marks of all vertices of V (G/e) \ {u} are the same as in G, and u has mark m′(u) = (w+ 1, d).
The core of (G,m) is the marked graph obtained after absorbing all the absorbable edges of (G,m).

The following result says that a marked graph and its core have the same D-polynomial. In particular,
this reduces the computation of the D-polynomial of an unweighted tree to that of a weighted tree with
fewer vertices. We omit the proof, which is by induction on the number of absorbable edges.

Theorem 8. Let (G,m) be a marked graph and (K,mK) be its core. Then

D(G,m)(z, y) = D(K,mK)(z, y).

Theorem 8 implies that we will avoid many cancellations in the computation of the D-polynomial
of a marked graph by first obtaining its core. However, some cancellations may still occur at some
point if the core has some vertices with mark (1, 0). By carefully analysing the sings of the terms in the
D-polynomial we can identify when there are no cancellations.

Proposition 9. Let (T,m) be a marked tree. The substitution zw,d = D•w,d
in the expression of the

M -polynomial of (T,m) given by Proposition 4 yields a cancellation-free expression for the D-polynomial
of (T,m) if and only all marks (w, d) of (T,m) satisfy w > d+ 1.

Finally, we show that the D-polynomial at y = 0 gives the expansion of XG in the star basis. Note
that if G is a tree, the D-polynomial does not have a term in y anyway. The proof is by induction by
the number of internal edges.

Theorem 10. Let G be a simple graph and (K,mK) be its core. Then,

XG = D(K,mK)(zw,0 = stw, y = 0),

where zw,0 = stw means that we substitute each variable zw,0 with stw for all w ∈ P. In other words, the
expansion of D into monomials encodes the chromatic star expansion of XG.

4 The tree isomorphism question

As both M and D are polynomials for marked graphs, one may wonder whether there exist two marked
trees, different up to marked-isomorphism, with the same M -polynomial. The answer is positive: let
(P1,m1) be a 5-vertex path with marks, in order, (2, 0), (1, 0), (2, 0), (3, 1), (1, 0), and let (P2,m2) be a
5-vertex path with marks, in order, (1, 0), (2, 0), (1, 0), (3, 1), (2, 0). It follows by deletion-contraction
applied to the second edge that both marked paths have the same M and D-polynomials.

By Theorem 8 the cores of (P1,m1) and (P2,m2) also have the same D-polynomial. However,
the M -polynomials of the cores are different, since the states model representation implies that the
respective highest-degree terms are z4,1z2

2,0z1,0 and z3,1z3,0z2,0z1,0. This is an example of two different
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M -polynomials leading to the same D-polynomial, the reason that the D-polynomials are equal is
because of cancellations that occur when we apply the substitution zw,d = D•w,d

.
We are interested in determining if the M and D polynomials distinguish unweighted trees, i.e., with

all marks of the form (1, 0). However, we work with weighted trees (i.e., with all marks of the form
(w, 0)), because by Theorems 8 and 10 to compute the D-polynomial we use the core of the graph,
which is a weighted graph, and from the D-polynomial we compute the chromatic symmetric function.

If there existed two non-isomorphic weighted trees (T1, ω1) and (T2, ω2) such that D(T1,ω1) = D(T2,ω2),
this would produce a pair of unweighted trees with the same chromatic symmetric function just by
replacing each vertex of weight (w, 0) with an unweighted vertex and w− 1 leaves adjacent to it. Hence,
the problem of distinguishing unweighted trees with the chromatic symmetric function is equivalent to
that of distinguishing weighted trees without absorbable leaves with the D-polynomial.

It is also unknown to the authors whether the M -polynomial distinguishes weighted trees. We
remark that even if it was known that the M -polynomial distinguishes weighted trees up to weighted-
isomorphism, this would not rule out the possibility of having a pair of non-isomorphic unweighted trees
with the same chromatic symmetric function. In order to deduce this, one would need to show that the
M -polynomial of a weighted tree can be recovered from its D-polynomial.

Our contribution to the tree isomorphism question is the following theorem. The proof is long and
proceeds by carefully recovering some terms of the M -polynomial from the D-polynomial (which is
equivalent to the CSF), the details can be found in [1]. The hypothesis that every vertex must be a leaf
or adjacent to a leaf comes from Proposition 9.

Theorem 11. Weighted trees of diameter at most 3 such that no vertex has weight 1 can be reconstructed
from the D-polynomial.

Thus, trees of diameter less or equal than 5 all whose non-leaf vertices are adjacent to at least one
leaf can be reconstructed from their chromatic symmetric functions.
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Abstract

We consider Hamilton cycles in randomly perturbed graphs, that is, graphs obtained as
the union of a deterministic graph H and a random graph G(n, p). While most research into
randomly perturbed graphs assumes a minimum degree condition on H, here we consider
conditions on its degree sequence. Under the assumption of a degree sequence of H which is
comparable with the classical condition of Chvátal (dependent on a parameter α analogous
to the minimum degree condition in typical results in the area), we prove that there exists
some constant C = C(α) such that taking p = C/n suffices to a.a.s. obtain a Hamilton cycle
in H∪G(n, p). Our result is best possible both in terms of the degree sequence condition and
the asymptotic value of p, and extends the known results about Hamiltonicity in randomly
perturbed graphs. We also provide results about pancyclicity under the same conditions.

1 Introduction

We call a graph Hamiltonian if it contains a spanning cycle, that is, a cycle containing all vertices of
the graph. The study of Hamilton cycles has become a central area in graph theory. The question
whether a graph is Hamiltonian was shown to be NP-complete by Karp [7], and so many results in
the area provide sufficient conditions for the existence of such cycles. One such condition is given
by a classical result of Dirac [5], which establishes that any graph on n ≥ 3 vertices with minimum
degree at least n/2 must be Hamiltonian. This result is optimal: the minimum degree condition cannot
be improved. However, Dirac’s theorem can be generalised when the degree sequence is taken into
account. The degree sequence of a graph is the monotonic non-decreasing sequence of its vertex degrees.
In this direction, Pósa [9] proved the following. Let H be an n-vertex graph with degree sequence
d1 ≤ d2 ≤ · · · ≤ dn such that for every i < n/2 we have di ≥ i+ 1. Then, H is Hamiltonian. This allows
roughly half of the vertices to have degrees below what is required by Dirac’s theorem. Pósa’s result
was further improved by Chvátal [3], who showed that, if for all i < n/2 the more general condition
di ≥ i+ 1 or dn−i ≥ n− i holds, then H is Hamiltonian. This result is best possible in the following
sense. Suppose a sequence a1 ≤ · · · ≤ an violates the condition for any i < n/2. Then, there exists a
non-Hamiltonian graph H with degree sequence d1 ≤ · · · ≤ dn such that di ≥ ai for all i.

Hamiltonicity has also been extensively studied in the context of the binomial random graph. The
binomial random graph G(n, p) is an n-vertex random graph in which all of the

(n
2
)

possible edges are
independently present with probability p. In this context, Pósa [10] proved that taking p = Ω(logn/n)
suffices to ensure that asymptotically almost surely (a.a.s.), i.e., with probability tending to 1 as n
tends to infinity, G(n, p) is Hamiltonian. This cannot be improved, as taking p = o(logn/n) ensures
that a.a.s. G(n, p) will have isolated vertices.

1Email: alexander.allin@tu-ilmenau.de.
2Email: alberto.espuny-diaz@tu-ilmenau.de.
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In this paper we will focus on randomly perturbed graphs. This model, first introduced by Bohman,
Frieze and Martin [1], considers the union of a deterministic graph H with a binomial random graph
G(n, p) on the same vertex set. Bohman, Frieze and Martin [1] proved that for any α > 0 there exists a
constant C > 0 such that, for every n-vertex graph H with minimum degree at least αn, a.a.s. the graph
H ∪G(n,C/n) is Hamiltonian. Observe how the necessary p is improved by a logarithmic factor with
respect to the result of Pósa [10]. Since then, randomly perturbed graphs have attracted a considerable
research interest. A wealth of references concerning Hamilton cycles and other spanning structures in
randomly perturbed graphs can be found, e.g., in [6]. The original result of Bohman, Frieze and Martin
was expanded upon by Krivelevich, Kwan and Sudakov [8], who reproved the result using different
methods and generalised it to hypergraphs. Very recently, Hahn-Klimroth, Maesaka, Mogge, Mohr and
Parczyk [6] optimised the dependency of C on α, which allowed them to extend the result to α = o(1).
In all three cases, a condition on the minimum degree of the deterministic graph is needed. Therefore,
these results can be regarded as analogues of Dirac’s theorem in the setting of randomly perturbed
graphs.

In our paper we shall study the Hamiltonicity of H ∪G(n, p) in the case that the degree sequence of
the deterministic graph H satisfies conditions similar to those in Chvátal’s theorem. To be precise, we
will consider the following condition.

Definition 1. Given integers n, k > 0, an (n, k)-Chvátal graph is an n-vertex graph with degree
sequence d1 ≤ · · · ≤ dn such that, for every i < n/2,

di ≥ min{i+ 1, k} or dn−i ≥ n− i.

For graphs satisfying the condition in Definition 1, we obtain the following result. This can be
regarded as an analogue of Chvátal’s theorem for randomly perturbed graphs.

Theorem 2. For any α > 0 there exists a constant C > 0 such that, for any (n, αn)-Chvátal graph H,
a.a.s. the graph H ∪G(n,C/n) is Hamiltonian.

This result implies the result of Bohman, Frieze and Martin [1] and is best possible in two ways. First,
the lower bound on p for the random graph is optimal up to the constant factor, as follows from the
aforementioned result. Second, the degree condition given in Definition 1 cannot be improved. Indeed,
let ℓ be a fixed index and consider the n-vertex graph H formed by the union of two complete graphs
Kℓ+1 and Kn−ℓ intersecting in precisely one vertex. Let A ⊆ V (H) be the set of all ℓ vertices of degree
ℓ, B the set of all n− ℓ− 1 vertices of degree n− ℓ− 1, and v the only vertex of degree n− 1. Writing
d1 ≤ · · · ≤ dn for the degree sequence of H, we observe that, for every i < n/2 with i ̸= ℓ, the condition
di ≥ i + 1 is satisfied. However, dℓ = ℓ and dn−ℓ = n − ℓ − 1, so H does not satisfy the condition
in Definition 1. Note, though, that the condition is almost satisfied. Now consider the perturbed
graph H ∪G(n, p). If we condition on the event E that E(A,B) = ∅ in G(n, p), then H ∪G(n, p) will
not be 2-connected, as deleting v disconnects it. In particular, this means that H ∪ G(n, p) cannot
be Hamiltonian. Thus, in order for H ∪ G(n, p) to be Hamiltonian a.a.s., we must have P[E ] = o(1).
However, for any constant C > 0 and n sufficiently large, the probability that E holds is

P[E(A,B) = ∅] =
(

1 − C

n

)ℓ(n−ℓ−1)
≥ e−2Cℓ,

which does not depend on n. Hence, H ∪G(n,C/n) will not a.a.s. be Hamiltonian.
A property generalising Hamiltonicity is pancyclicity. We call an n-vertex graph pancyclic if, for

every 3 ≤ ℓ ≤ n, it contains a cycle of length ℓ. In 1971, Bondy [2] proved that any n-vertex graph with
minimum degree strictly larger than n/2 must be pancyclic. Schmeichel and Hakimi [11] later showed
that, if a graph satisfies Chvátal’s degree sequence condition, then it is either pancyclic or bipartite. In
the random setting, Cooper and Frieze [4] proved that the threshold for pancyclity in G(n, p) is the
same as that of Hamiltonicity. In the context of randomly perturbed graphs, Krivelevich, Kwan and
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Sudakov [8] also considered pancyclicity and obtained a result analogous to the result of Bohman, Frieze
and Martin [1] for Hamiltonicity. That is, given α > 0, they proved that there exists some C > 0 such
that, given any graph H with minimum degree at least αn, a.a.s. the graph H ∪G(n,C/n) is pancyclic.
This can be seen as an analogue of the result of Bondy for randomly perturbed graphs. We extend the
result of [8] to give a corresponding analogue of Schmeichel and Hakimi’s result.

Theorem 3. For any α > 0 there exists some C > 0 such that, for any (n, αn)-Chvátal graph H, a.a.s.
the graph H ∪G(n,C/n) is pancyclic.

Observe that Theorem 3 implies Theorem 2, and is therefore best possible in the same sense as the
latter. We will obtain Theorem 3 directly from Theorem 2 and the following general result.

Theorem 4. If an n-vertex graph H is Hamiltonian, then a.a.s. H ∪G(n, 4 logn/e(H)) is pancyclic.

Recall that Cooper and Frieze [4] showed that p = Ω(logn/n) is needed to ensure that a.a.s. the
random graph G(n, p) is pancyclic. Thus, as soon as e(H) = ω(n), Theorem 4 improves upon the purely
random result. Moreover, for our proof of Theorem 3, we are particularly interested in dense graphs
H. In these cases, our result guarantees that adding the very sparse graph G(n,Θ(logn/n−2)) to H is
sufficient to a.a.s. ensure pancyclity.

2 Hamiltonicity

Theorem 2 will follow from the following deterministic result. This is similar to [8, Theorem 3] and
extends this result to a degree-sequence setting.

Lemma 5. Let H be an (n, 2k)-Chvátal graph and suppose that for any disjoint sets A,B ⊆ V (H) of
size |A|, |B| ≥ k there is an edge ab ∈ E(H) with a ∈ A and b ∈ B. Then, H is Hamiltonian.

Proof. We proceed by contradiction. Assume that the statement does not hold and let H be a maximal
counterexample, so that adding any new edge creates a Hamilton cycle. Select a pair of vertices
v, w ∈ V (H) with vw /∈ E(H) which maximises d(v) + d(w). Note that, by the maximality of H, there
must be a Hamiltonian path P having v and w as endpoints. Taking v as the starting point, the
path P imposes an ordering on V (H). Given x, y ∈ V (H), let us write x < y if x precedes y on P .
Given a vertex u ∈ V (H) \ {v}, we shall write u− for its immediate predecessor on P ; similarly, given
u ∈ V (H) \ {w}, we will write u+ for its immediate successor. For a set S ⊆ V (H) \ {v}, we will write
S− := {s− : s ∈ S}, and for S ⊆ V (H) \ {w} we define S+ := {s+ : s ∈ S}. We will consider two cases.

Case 1. Assume that d(v), d(w) ≥ 2k. Let V1 be the set of the first k neighbours of v in the ordering
from above and let V2 be the set of the next k neighbours. Split the first 2k neighbours of w into sets
W1 and W2 analogously.

First, let us suppose that for every vertex v1 ∈ V1 and every w2 ∈ W2 we have v1 ≤ w2. The
sets V −1 and W+

2 are then disjoint sets of size k. Thus, by assumption, there is at least one edge
e = v−1 w

+
2 ∈ E(H) with v1 ∈ V1 and w2 ∈ W2. But now we can construct a Hamilton cycle by starting

at v, following P until v−1 , using e to w+
2 , following P until w, going to w2, following P in the opposite

direction until v1 and, finally, returning to v.
Therefore, we may suppose that there are v1 ∈ V1 and w2 ∈ W2 such that w2 < v1. Note that, by the

way we chose V1, V2 and W1,W2, we must therefore have w1 < v2 for every v2 ∈ V2 and every w1 ∈ W1.
Now V −2 and W−1 are disjoint sets of size k, so there is an edge e = v−2 w

−
1 ∈ E(H), with v2 ∈ V2 and

w1 ∈ W1, between them. Then, we can obtain a Hamilton cycle as follows: start at v and follow P until
w−1 , use the edge e to v−2 , follow P in the opposite direction up to w1, go to w, and follow P to v2, from
where we can return to v.

Case 2. Assume now that d(v) < 2k or d(w) < 2k. Without loss of generality we may suppose that
d(v) < 2k. If N(v)− and N(w) intersect, then there is a Hamilton cycle. Indeed, let u ∈ N(v)− ∩N(w).
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To build a Hamilton cycle, start at v and follow P to u, go to w, and follow P in the opposite direction
until u+, from where we can return to v. So we may assume that N(v)− and N(W ) are disjoint.
Observing that w cannot be in N(v)− nor N(w), we must have d(v) + d(w) = |N(v)−| + |N(w)| < n.
Writing h := d(v), it follows that d(w) < n− h. Moreover, note that, by the maximality of d(v) + d(w),
every vertex in N(v)− must have degree at most h. This gives at least h vertices of degree at most h.
Considering the degree sequence d1 ≤ · · · ≤ dn of H, we hence have dh ≤ h.

As h < 2k and since H is (n, 2k)-Chvátal, we must have dn−h ≥ n− h. But then there are at least
h+ 1 vertices of degree at least n− h, of which at most h can be neighbours of v. So there must be
some u ∈ V (H) with d(u) ≥ n−h such that uv /∈ E(H). But then the pair v, u violates the maximality
of d(v) + d(w), as d(v) + d(w) < n ≤ d(v) + d(u).

To complete the proof of Theorem 2, it only remains to show that a.a.s. the randomly perturbed
graph H ∪G(n, p) will satisfy the conditions of Lemma 5.

Proof of Theorem 2. We claim that, if C ≥ 8α−2, then the random graph G(n,C/n) a.a.s. satisfies the
following: for every pair A,B of disjoint sets of vertices of size at least αn/2, we have E(A,B) ̸= ∅.
Indeed, let us fix such a pair A,B and write p := C/n. Then, we have

P[E(A,B) = ∅] = (1 − p)|A||B| ≤ (1 − p)α2n2/4 ≤ e−pα2n2/4 = e−Cα2n/4.

Furthermore, there are at most 22n choices for A and B. Therefore, the probability that there is such a
pair A and B with E(A,B) = ∅ is at most 22ne−Cα2n/4 ≤ (2/e)2n, which tends to 0.

For this C, we therefore know that a.a.s. H ∪ G(n,C/n) satisfies the conditions of Lemma 5 with
k = αn/2. Hence, a.a.s. H ∪G(n,C/n) contains a Hamilton cycle.

3 Pancyclicity

Let us now turn our attention to pancyclicity. We will first give a proof of Theorem 4 and use this to
show Theorem 3. For the proof of Theorem 4 we will first need the following lemma.

Lemma 6. Let H be an n-vertex Hamiltonian graph. Then, for each ℓ ∈ {3, . . . , n− 1} there is a set
Sℓ of size |Sℓ| ≥ e(H)/2 such that, for any e ∈ Sℓ, the graph H + e contains a cycle of length ℓ.

Proof. Let C be a Hamilton cycle in H and label the vertices of H as v1, v2, . . . , vn along C. In the
following we will consider the indices modulo n, so vi = vi+n.

We will first consider cycles of length ℓ ≤ (n + 3)/2. Fix a vertex vi ∈ V (H) and note that
P1 := vivi+1 . . . vi+ℓ−2 and P2 := vivi−1 . . . vi−ℓ+2 are paths of length ℓ− 2 in H. As ℓ ≤ (n+ 3)/2, the
paths P1 and P2 are disjoint apart from vi. Therefore, any neighbour w of vi is contained in at most
one of the paths. If it is not contained in P1, then the edge e = wvi+ℓ−2 closes an ℓ-cycle; if it is not
contained in P2, then so does e = wvi−ℓ+2. Let Si

ℓ ⊆ E(Kn) be the set of all such edges e that close an
ℓ-cycle in this manner, over all neighbours w of vi. By the observation above we must have |Si

ℓ| ≥ d(vi).
Now suppose vjvk ∈ Si

ℓ for some i ∈ {1, . . . , n}. Then, by definition, we must have j = i + ℓ − 2,
j = i− ℓ+ 2, k = i+ ℓ− 2 or k = i− ℓ+ 2. In particular, for any given edge e ∈ E(Kn) there are at
most four distinct i ∈ {1, . . . , n} such that e ∈ Si

ℓ. Now let Sℓ := ⋃n
i=1 S

i
ℓ. Since each edge appears in at

most four of the Si
ℓ, it follows that |Sℓ| ≥ 1

4
∑n

i=1 d(vi) = e(H)/2, as needed.
Now we consider cycles of length ℓ > (n + 3)/2. Fix a vertex vi. We are interested in the paths

P1 := vivi+1 . . . vi+ℓ−1 and P2 := vivi−1 . . . vi−ℓ+1, which have length ℓ − 1. Note that every vertex is
contained in at least one of those paths. Now let vm be a neighbour of vi and suppose that vm lies on
P1. Then, e = vm−1vi+ℓ−1 closes an ℓ-cycle as follows: start at vi and follow P1 until vm−1, use e to
arrive at vi+ℓ−1, continue on P in the opposite direction up to vm, and return to v. Similarly, if vm lies
on P2, then e = vm+1vi−ℓ+1 closes an ℓ-cycle. As before, let Si

ℓ be the set of all these edges e over all
neighbours vm of vi, so |Si

ℓ| ≥ d(vi). Again, if vjvk ∈ Si
ℓ, then we must have j = i+ ℓ− 1, j = i− ℓ+ 1,
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k = i+ ℓ− 1 or k = i− ℓ+ 1. Thus, any edge of E(Kn) is contained in at most four sets Si
ℓ. Writing

Sℓ := ⋃n
i=1 S

i
ℓ we conclude that |Sℓ| ≥ 1

4
∑n

i=1 d(vi) = e(H)/2, by the same double counting argument
as above.

With this, we can now prove Theorem 4

Proof of Theorem 4. Suppose that H is a Hamiltonian graph. By Lemma 6, for each ℓ ∈ {3, . . . , n− 1}
there exists a set Sℓ ⊆ E(Kn) such that |Sℓ| ≥ e(H)/2 and, for every e ∈ Sℓ, the graph H + e contains
an ℓ-cycle. Let p ≥ 4 logn/e(H) and consider the random graph G(n, p) on the same vertex set as H.
The probability that no edge from Sℓ appears in G(n, p) is

P [E (G (n, p)) ∩ Sℓ = ∅] = (1 − p)|Sℓ| ≤ (1 − p)e(H)/2 ≤ e−pe(H)/2 ≤ e−2 log n.

Taking the union bound over all Sℓ, the probability that there is at least one ℓ ∈ {3, . . . , n− 1} such
that G(n, p) contain no edge of Sℓ is at most ne−2 log n = n−1, which tends to 0. Therefore, a.a.s. G(n, p)
contains at least one edge out of every set Sℓ. By our choice of the sets Sℓ, a.a.s. H ∪G(n, 4 logn/e(H))
contains an ℓ-cycle for every ℓ ∈ {3, . . . , n}, as required.

Now Theorem 3 follows as a simple corollary of Theorem 2 and Theorem 4.

Proof of Theorem 3. By Theorem 2, we first find a C1 such that a.a.s. H ′ = H ∪ G(n,C1/n) is
Hamiltonian. Let us condition on this event. Then, by Theorem 4, a.a.s. H ′ ∪ G(n, p) with p =
4 logn/e(H ′) is pancyclic. Since H is (n, αn)-Chvátal, so is H ′. Therefore, at least half of the
vertices of H ′ have degree at least αn and, thus, e(H ′) ≥ αn2/4. Hence, for C2 ≥ 16α−1, a.a.s.
H ∪G(C1/n) ∪G(n,C2 logn/n2) is pancyclic. However note that in G(C1/n) ∪G(n,C2 logn/n2) every
edge is present with probability at least C1/n+ C2 logn/n2. Note that the latter is less than C/n for
any C = C1 + ϵ with ϵ > 0 and sufficiently large n. Hence, we can conclude that for such a C, a.a.s.
H ∪G(n,C/n) will be pancyclic.
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Abstract

Let G be a finite abelian group. A nonempty subset A in G is called a basis of order h
if hA = G; when hA ̸= G, it is called a nonbasis of order h. Our interest is in all possible
sizes of hA when A is a nonbasis of order h in G of maximum size; we provide the complete
answer when h = 2 or h = 3.

1 Introduction

Let G be a finite abelian group of order n ≥ 2, written in additive notation. For a positive integer h,
the Minkowski sum of nonempty subsets A1, . . . , Ah of G is defined as

A1 + · · · +Ah = {a1 + · · · + ah : a1 ∈ A1, . . . , ah ∈ Ah}.

When A1 = · · · = Ah = A, we simply write hA, which then is the collection of sums of h not-necessarily-
distinct elements of A.

We say that a nonempty subset A of G is h-complete (alternatively, a basis of order h) if hA = G;
while, if hA is a proper subset of G, we say that A is h-incomplete. The h-critical number χ(G, h) of G
is defined as the smallest positive integer m for which all m-subsets of G are h-complete; that is:

χ(G, h) = min{m : A ⊆ G, |A| ≥ m ⇒ hA = G}.

It is easy to see that for all G and h we have hG = G, so χ(G, h) is well defined. The value of χ(G, h)
is now known for every G and h—see [1, 2].

The following question then arises naturally: What can one say about the size of hA if A is an
h-incomplete subset of maximum size in G? Namely, we aim to determine the set

S(G, h) = {|hA| : A ⊂ G, |A| = χ(G, h) − 1, hA ̸= G}.

In this paper we attain the complete answer to this question for h = 2 and h = 3. For h = 2, we find
that the situation is greatly different for groups of even and odd order.

Theorem 1. Let G be an abelian group of order n.
1Email: bbajnok@gettysburg.edu.
2Email: ppp@cs.bme.hu. Research of P. P. P. is supported by the Lendület program of the Hungarian Academy of

Sciences (MTA) and by the National Research, Development and Innovation Office NKFIH (Grant Nr. K124171 and
K129335).
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1. When n is even, the maximum size of a 2-incomplete subset of G is n/2, and the elements of
S(G, 2) are of the form n− n/d where d is some even divisor of n; in fact all such integers are
possible, with the exception that 3n/4 arises only when the exponent of G is divisible by 4.

2. When n is odd, the maximum size of 2-incomplete subsets of G is (n− 1)/2; furthermore, when G
is of order 3, 5, or is noncyclic and of order 9, then S(G, 2) = {n− 2}, and for all other groups
of odd order we have S(G, 2) = {n− 2, n− 1}.

For h = 3 we separate three cases.

Theorem 2. Let G be an abelian group of order n.

1. When n has prime divisors congruent to 2 mod 3, and p is the smallest such prime, the maximum
size of a 3-incomplete subset is (p+ 1)n/(3p), and we have S(G, 3) = {n− n/p}.

2. When n is divisible by 3 but has no divisors congruent to 2 mod 3, then the maximum size of
a 3-incomplete subset is n/3, and the elements of S(G, 3) are of the form n− n/d or n− 2n/d
where d is some divisor of n that is divisible by 3; furthermore, all such integers are possible, with
the exceptions of 2n/3 and n− 2n/d when the highest power of 3 that divides d is more than the
highest power of 3 that divides the exponent of G.

3. In the case when all divisors of n are congruent to 1 mod 3, then the maximum size of a 3-
incomplete subset is (n− 1)/3, and S(G, 3) = {n− 3, n− 1}, unless G is an elementary abelian
7-group, in which case S(G, 3) = {n− 3}.

We should note that the three cases addressed in Theorem 2 are the same as those used while studying
sumfree sets—see [3] and [4]; in fact, the maximum size of a 3-incomplete set in G agrees with the
maximum size of a sumfree set in G when G is cyclic.

Our methods are completely elementary, with Kneser’s Theorem as the main tool. In Section 2 we
review some standard terminology and notations and prove some auxiliary results, then in Section 3 we
sketch the proof of Theorem 1 in the case when the order of the group is even.

2 Preliminaries

Here we present a few generic results that come useful in our proofs. We will use the following version
of Kneser’s Theorem.

Theorem 3 (Kneser’s Theorem; [5]). If A1, . . . , Ah are nonempty subsets of a finite abelian group G,
and H is the stabilizer subgroup of A1 + · · · +Ah in G, then

|A1 + · · · +Ah| ≥ |A1| + · · · + |Ah| − (h− 1)|H|.

Our first lemma is a simple application of Kneser’s Theorem:

Lemma 4. Suppose that G is a finite abelian group and that h is a positive integer. Let A be an
h-incomplete subset of maximum size in G, and let H denote the stabilizer of hA in G. Then both
A and hA are unions of full cosets of H; furthermore, if A and hA consist of k1 and k2 cosets of H,
respectively, then

k2 ≥ hk1 − h+ 1.

We will also use the following observation:

Lemma 5. Suppose that G is a finite abelian group of order n and that h is a positive integer. Let H
be a subgroup of G of index d for some d ∈ N, and let ϕ be the canonical map from G to G/H. Suppose
further that B is a subset of G/H, and set A = ϕ−1(B). Then |A| = n

d · |B| and |hA| = n
d · |hB|.
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Our next result takes advantage of the fact that the elements of a finite abelian group have a natural
ordering. We review some background and introduce a useful result.

When G is cyclic and of order n, we identify it with Zn = Z/nZ. More generally, G has a unique
type (n1, . . . , nr), where r and n1, . . . , nr are positive integers so that n1 ≥ 2, ni is a divisor of ni+1 for
i = 1, . . . , r − 1, and

G ∼= Zn1 × · · · × Znr ;

here r is the rank of G and nr is the exponent of G.
The above factorization of G allows us to arrange the elements in lexicographic order and then

consider the ‘first’ m elements in G. Namely, suppose that m is a nonnegative integer less than n; we
then have unique integers q1, . . . , qr, so that 0 ≤ qk < nk for each 1 ≤ k ≤ r, and

m =
r∑

k=1
qknk+1 · · ·nr.

For simplicity, we assume qr ≥ 1, in which case the first m elements in G range from the zero element
to (q1, . . . , qr−1, qr − 1) and thus form the set

I(G,m) =
r⋃

k=1
{q1} × · · · × {qk−1} × {0, 1, . . . , qk − 1} × Znk+1 × · · · × Znr .

The advantage of considering these initial sets is that their h-fold sumsets are also initial sets. Indeed,
assuming for simplicity that hqk < nk for each k, we find that hI(G,m) consists of the elements from
the zero element to (hq1, . . . , hqr−1, hqr − h), and thus

hI(G,m) = I(G, hm− h+ 1).

We will also employ a slight modification of I(G,m) where its last element is replaced by the next
one in the lexicographic order. To avoid degenerate cases, we further assume that qr ≥ 3, in which case
we have

I∗(G,m) = I(G,m− 1) ∪ {(q1, . . . , qr−1, qr)};

an easy calculation shows that

hI∗(G,m) = I(G, hm− 1) ∪ {(hq1, . . . , hqr−1, hqr)}.

We can summarize these calculations, as follows.

Proposition 6. Suppose that the finite abelian group G is of type (n1, . . . , nr). Let 0 ≤ m < n, and let
q1, . . . , qr be the unique integers with 0 ≤ qk < nk for each 1 ≤ k ≤ r for which

m =
r∑

k=1
qknk+1 · · ·nr.

Let h be a positive integer for which hqk < nk for each 1 ≤ k ≤ r. Then for the m-subsets I(G,m) and
I∗(G,m) of G we have the following:

1. If qr ≥ 1, then |hI(G,m)| = hm− h+ 1.

2. If qr ≥ 3, then |hI∗(G,m)| = hm.
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3 Sketch of the proof for two-fold sumsets

In this section we outline the proof of Theorem 1 in the case when the order of the group is even:
Theorem 9.

The critical number χ(G, 2) is as follows.

Proposition 7. For any abelian group G of order n we have

χ(G, 2) = ⌊n/2⌋ + 1.

We now turn to finding

S(G, 2) = {|2A| : A ⊂ G, |A| = ⌊n/2⌋ , 2A ̸= G}.

Our proof builds on the following result that may be of independent interest.

Theorem 8. Let G be a finite abelian group of even order whose exponent is not divisible by 4, and
suppose that A is a subset of G of size |A| = n/2. Then G has a subgroup H of order n/2 for which

|A ∩H| ≠ |A ∩ (G \H)|.

We note that the claim of Theorem 8 may be false in groups with exponent divisible by 4. For
example, in Z2 × Z4, the set Z2 × {0, 1} intersects all three subgroups in two elements.

We are now ready to determine S(G, 2). Here we present the proof in the case when n is even.

Theorem 9. If the exponent of G is divisible by 4, then

S(G, 2) = {n− n/d : d|n, 2|d} ;

if the exponent of G is even but not divisible by 4, then

S(G, 2) = {n− n/d : d|n, 2|d, d ̸= 4} .

Proof: Using the notations of Lemma 4, we have |A| = n/2 = k1n/d where d is the index of the
stabilizer subgroup of 2A. This implies that d is even and k1 = d/2; using Lemma 4 again yields
k2 ≥ d− 1 and thus |2A| = k2n/d equals n or n− n/d. Therefore, we have

S(G, 2) ⊆ {n− n/d : d|n, 2|d} .

When the exponent of G is congruent to 2 mod 4, then we can rule out d = 4, as follows. By Theorem 8,
G has a subgroup H of index 2 for which H∩A and (G\H)∩A have different sizes; let A = A1∪A2 where
A1 and A2 are subsets of different cosets of H. Without loss of generality, we assume that |A1| > n/4,
and thus 2A1 = H. If A2 were to be empty, then A is a full coset of H, and thus |2A| = n/2 ̸= 3n/4.
Otherwise, |A1 +A2| ≥ |A1| > n/4, which implies that |2A| ≥ |2A1| + |A1 +A2| > 3n/4.

What remains is the proof that all remaining values arise as sumset sizes. This is clearly true when
d = 2, or when d = 4 and the exponent of G is divisible by 4. Suppose now that d is an even divisor
of n and d > 4. According to Lemma 5, it suffices to prove that every group K of order d contains
some subset B of size d/2 for which |2B| = d − 1. Let H be any subgroup of index 2 in K, and
set B = (H \ {h}) ∪ {g}, where h and g are arbitrary elements of H and K \ H, respectively. Since
|H \ {h}| = d/2 − 1 > d/4, we get 2(H \ {h}) = H and thus 2B = G \ {h+ g}. Therefore, |2B| = d− 1,
and our proof is complete. □



Discrete Math Days, Santander, July 4–6, 2022 41

References

[1] B. Bajnok. “The h-critical number of finite Abelian groups”. In: Unif. Distrib. Theory 10.2 (2015),
pp. 93–115.

[2] B. Bajnok. Additive combinatorics. Discrete Mathematics and its Applications (Boca Raton). A
menu of research problems. CRC Press, Boca Raton, FL, 2018, pp. xix+390. doi: 10.1201/9781
351137621.

[3] P. H. Diananda and H. P. Yap. “Maximal sum-free sets of elements of finite groups”. In: Proc.
Japan Acad. 45 (1969), pp. 1–5.

[4] B. Green and I. Z. Ruzsa. “Sum-free sets in abelian groups”. In: Israel J. Math. 147 (2005),
pp. 157–188. doi: 10.1007/BF02785363.

[5] M. Kneser. “Abschätzung der asymptotischen Dichte von Summenmengen”. In: Math. Z. 58
(1953), pp. 459–484. doi: 10.1007/BF01174162.

[6] V. F. Lev. “Stability result for sets with 3A ̸= Zn
5 ”. In: J. Combin. Theory Ser. A 157 (2018),

pp. 334–348. doi: 10.1016/j.jcta.2018.03.008.

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es

https://doi.org/10.1201/9781351137621
https://doi.org/10.1201/9781351137621
https://doi.org/10.1007/BF02785363
https://doi.org/10.1007/BF01174162
https://doi.org/10.1016/j.jcta.2018.03.008


42

On the Heesch number in Ed
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Abstract

In a recent article, it was shown that the Heesch number in Ed is asymptotically
unbounded for d → ∞, by showing that, for each d of the form 2k, there exists a hypersolid
in Ed whose Heesch number equals d− 1. We here show that the same holds not only for d
of the form 2k, but for any d, d ⩾ 2.

1 Introduction

Within combinatorial geometry, problems on tessellations (or tilings) occupy one of the central spots. A
tessellation of the Euclidean plane E2 is defined as a set T consisting of closed topological discs, where
the elements of T have pairwise disjoint interiors and ⋃ T = E2. The elements of T are called tiles.
The monograph [4] is taken for a very thorough compendium of various problems of tilings, as well as
the theoretical background.

The Heesch number of a figure (introduced in [5]) represents a kind of measure that expresses, loosely
speaking, how “far” we can advance toward a tiling of the whole plane using the given figure (the
greater Heesch number is, we can advance “further”; and the Heesch number is infinite if and only if
the plane can be tiled by congruent copies of the given figure). In an intuitive sense (it will be formally
defined in the following section), the Heesch number counts the number of times the given figure can be
completely surrounded by its congruent copies.

The question whether the set of all possible finite Heesch numbers is bounded from above is known
as Heesch’s problem. For almost full 20 years, the “record-holder” (in the Euclidean plane) had been a
figure whose Heesch number is 5 [6], which was finally surpassed last year, when a figure whose Heesch
number is 6 has been discovered [2]. Some different versions of the problem, such as the problem posed
in the hyperbolic plane, and the problem posed for sets of more figures (at least three), have been solved
([7], respectively [1]); in both these cases, it turns out that the upper bound does not exist, that is, it
is possible to construct a figure (respectively a set of figures) whose Heesch number is as large as we
please.

Until recently, all the research on the Heesch number has been done pretty much exclusively within
the two-dimensional space (that is, the plane). In [3], d-dimensional Heesch’s problem is solved in the
asymptotic sense. Namely, it is shown that, if we let d → ∞, then there is no uniform upper bound on
the set of all possible finite Heesch numbers in the space Ed; in other words, given any nonnegative
integer n, we can find a dimension d (depending on n) in which there exists a hypersolid whose Heesch
number is finite and greater than n. In particular, it is shown that, for each d of the form 2k, there
exists a hypersolid in Ed whose Heesch number equals d− 1. We here show that the same holds not
only for d of the form 2k, but for any d, d ⩾ 2.

1Email: bojan.basic@dmi.uns.ac.rs
2Email: anna.slivkova@dmi.uns.ac.rs
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2 Definitions and results

We first give a formal definition of the Heesch number.

Definition 1. We say that a hypersolid C (a topological d-ball) in Ed can be surrounded n times if
and only if there exist finite collections C1, C2, . . . , Cn of isometric copies of C such that:

• every two different hypersolids from {C} ∪⋃n
i=1 Ci have disjoint interiors;

• for each i, 1 ⩽ i ⩽ n, each hypersolid from Ci has a common boundary point with some hypersolid
from Ci−1 (where by convention, we let C0 = {C});

• for each i, 1 ⩽ i ⩽ n, ⋃
(⋃i

j=0 Cj

)
is a closed topological d-ball such that ⋃

(⋃i−1
j=0 Cj

)
is completely

contained in its interior.

The collection Ci is called the ith corona.

Definition 2. The Heesch number of a given hypersolid C (a topological d-ball) in Ed is the maximal
nonnegative integer n such that C can be surrounded n times. If such a maximum does not exist, then
we define the Heesch number to be infinite.

We shall now define a hypersolid in Ed whose Heesch number is d−1. This will be the same hypersolid
defined in [3], for which it was shown there that, if d = 2k, then its Heesch number equals d− 1. For the
reader’s convenience, we repeat the definition here. We start from a unit hypercube, and mark some
of its facets (which are (d− 1)-dimensional unit hypercubes) by “bumps” and “nicks” (arranged in a
particular way that will be described in a moment), where each bump matches each nick. In particular,
each bump or nick can be taken to be a right hypercone whose base is an (n− 1)-dimensional (small)
hyperball placed in the center of a facet of the considered hypercube, and whose axis is orthogonal to
the facet; we call bumps, respectively nicks, such hypercones erected outwards, respectively inwards
(with respect to the interior of the considered hypercube).

Definition 3. A basic hypercube is a hypersolid obtained in the described way that has d facets with
bumps and d− 1 facets with nicks (and 1 facet not marked by either), where, additionally, all d facets
with bumps have a common vertex.

It easily follows from the definition that any two basic hypercubes are isometric. Figure 1 presents a
picture of a 3-dimensional basic hypercube and a 4-dimensional basic hypercube.

The following lemma is also taken from [3] (note that its proof there does not rely on the fact that
d = 2k, and thus the lemma is valid in any space Ed).

Lemma 4. The Heesch number of a basic hypercube is at most d− 1.

Therefore, we are left to show the other inequality, that is, to show how to surround a basic hypercube
d− 1 times by its isometric copies. The constraint d = 2k has an essential role in the construction from
[3] and it does not seem possible to make some amendments to the idea from there that would eliminate
this constraint. That is why we here devise a completely different approach, that is not dependent on
the form of d.

We introduce two more types of marked hypercubes, called neutral δ-hypercubes and spikey δ-
hypercubes, where δ ∈ {1, 2, . . . , d}. Each of them is a δ-dimensional unit hypercube, with facets marked
by bumps and nicks as follows. A neutral δ-hypercube has δ facets marked by bumps and the other δ
facets marked by nicks, where all δ facets with bumps have a common vertex (and, clearly, the same
holds for the δ facets with nicks). A spikey δ-hypercube can be obtained from a neutral δ-hypercube by
replacing one nick by a bump (in other words, a spikey δ-hypercube has δ + 1 facets marked by bumps
and δ − 1 facets marked by nicks, where all δ − 1 facets with nicks have two common vertices).

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es



44

Figure 1: A 3-dimensional and a 4-dimensional basic hypercube.

We shall show that a hypercube of side 2d in Ed can be arranged (up to bumps and nicks) from (2d)d

basic hypercubes (this is actually more than we need; for our purpose, it would be enough to obtain a
hypercube of side 2d− 1). Of course, in such an arrangement, every two basic hypercubes that have a
common facet must have the corresponding facets marked in a matching way.

We define the following auxiliary structure.

Definition 5. Let δ ∈ {1, 2, . . . , d} and i ∈ {0, 1, . . . , d− 1}. A (δ, i)-layer is a δ-dimensional hypercube
of side d, up to bumps and nicks, that satisfies the following two properties:

• it can be obtained by arranging a total of (d − δ)dδ−1 neutral δ-hypercubes and δdδ−1 spikey
hypercubes;

• the structure can be placed in the integer grid, with centers of the constituting hypercubes at
the coordinates {0, 1, . . . , d− 1}δ, in such a way that the constituting neutral δ-hypercubes are
centered exactly at the coordinates

{
(c1, c2, . . . , cδ) :

δ∑

k=1
ck ∈ {i, i+ 1, i+ 2, . . . , i+ (d− δ) − 1}

}

(the operations are performed modulo d).

The introduced layers can be used to inductively (by induction on δ) prove the following lemma.

Lemma 6. A (δ, i)-layer exists for each δ and i, with δ ∈ {1, 2, . . . , d} and i ∈ {0, 1, . . . , d− 1}.

The following lemma establishes a link between basic hypercubes and layers.

Lemma 7. For each i, i ∈ {0, 1, . . . , d− 1}, a total of (2d)d basic hypercubes can be arranged to form a
structure that is, when bumps and nicks are ignored, the same as a (d, i)-layer scaled by factor 2.

Finally, we have our main statement.

Theorem 8. For any d ∈ N, d ⩾ 2, the Heesch number of a basic hypercube in d dimensions equals
d− 1.
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Proof. By Lemma 4 we have that d−1 is an upper bound on the Heesch number of a d-dimensional basic
hypercube. We shall see that d− 1 is also a lower bound, for which we use Lemma 7. Namely, note that,
for any i, a (d, i)-layer scaled by factor 2 is a hypercube of side 2d; therefore, (2d)d basic hypercubes
can be arranged to form such a hypercube (up to bumps and nicks). Then, trivially, (2d− 1)d basic
hypercubes can be arranged to form a hypercube of side 2d− 1, which means that a basic hypercube
can be surrounded d− 1 times by its isometric copies. Therefore, d− 1 is also a lower bound on the
Heesch number of a d-dimensional basic hypercube, which was to be proved.
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Abstract

We introduce “t-LC triangulated manifolds” as those triangulations obtainable from a
tree of d-simplices by recursively identifying two boundary (d− 1)-faces whose intersection
has dimension at least d − t − 1. The t-LC notion interpolates between the class of LC
manifolds introduced by Durhuus-Jonsson (corresponding to the case t = 1), and the class of
all manifolds (case t = d). Benedetti–Ziegler proved that there are at most 2d2 N triangulated
1-LC d-manifolds with N facets. Here we prove that there are at most 2 d3

2 N triangulated
2-LC d-manifolds with N facets. This extends an intuition by Mogami for d = 3 to all
dimensions.

We also introduce “t-constructible complexes”, interpolating between constructible
complexes (the case t = 1) and all complexes (case t = d). We show that all t-constructible
pseudomanifolds are t-LC, and that all t-constructible complexes have (homotopical) depth
larger than d− t. This extends the famous result by Hochster that constructible complexes
are (homotopy) Cohen–Macaulay.

Details, proofs, and more can be found in our preprint https://arxiv.org/pdf/2106
.12136.pdf.

1 Introduction

Since the Sixties Tullio Regge [12, 13, 14] and many other physicists and mathematicians, cf. e.g. [1],
[2], [10], have worked to develop a discrete version of quantum gravity. In Weingarten’s dynamical
triangulations (or “DT”) setup [15], smooth manifolds are approximated by equilateral triangulations.
This allows to translate all metric aspects, such as curvature and volume, into simpler combinatorial
calculations; for example, the partition function for gravity, which is a path integral over all possible
metrics, becomes an infinite sum over all triangulations. The downside of this powerful simplification
method is a convergence issue. For example, the partition function diverges to infinity, unless one
restricts the sum to triangulations into a certain class, and such class happens to have exponential size.
In fact, for any fixed d ≥ 2, there are more than exponentially many triangulated d-manifolds with N
facets. Here two triangulations are considered equal if they are ‘combinatorially isomorphic’: That is, if
up to relabeling the vertices they have the same face poset.

In an important step for this program, Durhuus and Jonsson [7] defined “locally constructible” (LC)
manifolds as those triangulated manifolds obtainable from a tree of d-simplices by recursively identifying
two boundary facets whose intersection has codimension one. They proved that LC 3-manifolds are
exponentially many [7]; and also in higher dimensions, LC d-manifolds are less than 2d2 N [6]. Since
all polytope boundaries are LC, this idea lead to a first proof that polytopes with N facets, in fixed
dimension, are exponentially many [6].

1Email: bruno@math.miami.edu. Supported by NSF Grant 1855165, “Geometric Combinatorics and Discrete Morse
Theory”.

2Email: pavelka@math.miami.edu
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Here we define 2-LC manifolds as those obtainable from a tree of d-simplices by recursively identifying
two boundary facets that intersect in codimension one or two. We prove that this broader class has
also exponential size:

Theorem 1. For fixed d ≥ 3, the number of combinatorially distinct 2-LC d-manifolds with N facets is
smaller than 2 d3

2 N .

The bound can be extended also to 2-LC quasi-manifolds, which are pseudomanifolds with particularly
nice face links, but not to arbitrary 2-LC pseudomanifolds, which are more than exponentially many.
Theorem 1 gives a precise mathematical formulation and extends to all dimensions an intuition by
Mogami [11], who worked on 2-LC 3-spheres. The crucial ingredient for this novel exponential upper
bound is the planarity of the links of all (d− 3)-faces. In general, the link of a k-dimensional face in a
triangulated d-dimensional manifold (without boundary) is a homology-sphere of dimension (d− k − 1).
However, since homology-spheres that are not spheres exist only in dimension 3 and higher, when
k = d− 3 all links of (d− 3)-faces are indeed homeomorphic to S2.

This brings topology into the picture. Durhuus and Jonsson conjectured in 1995 that all 3-spheres and
3-balls are LC [7]. The conjecture was disproved in 2011 by the first author and Ziegler [6]. The weaker
conjecture by Mogami [11] that all 3-balls are 2-LC was also recently disproved by the first author [4].
Thus there is little hope that these combinatorial cutoffs may encompass entire topologies. But there
are two other reasons why the LC notion is of mathematical importance, beyond the enumerative aspect
mentioned above:

(a) All LC-triangulable manifolds are simply-connected, and conversely, all simply-connected PL
manifolds of dimension ̸= 4 admit an LC subdivision [3];

(b) All shellable and all constructible manifolds are LC [6].

Both results above are still valid if one replaces “LC” with “2-LC”. This triggers a natural curiosity,
namely, whether for the result (b) above, for the 2-LC case, one could say more. Perhaps the
‘constructible’ assumption can be weakened?

To answer this curiosity, we define more generally “t-LC triangulated manifolds” as those obtainable
from a tree of d-simplices by recursively identifying two boundary (d − 1)-faces whose intersection
has dimension at least d− t− 1. This notion interpolates between LC manifolds (which are the same
as 1-LC) and all manifolds (the same as d-LC); the case t = d − 1 was also previously studied [4].
In parallel, we introduce “t-constructible complexes” as a generalization of constructible complexes,
which correspond to the t = 1 case. Intuitively, t-constructible d-complexes are defined recursively
as those obtained by gluing two t-constructible d-complexes at a codimension-one subcomplex whose
(d− t)-skeleton is constructible.

With these two new properties, we prove the following generalization of the well-known result by
Hochster [9] that all constructible d-complexes are Cohen–Macaulay:

Theorem 2. All t-constructible d-complexes have homotopical depth larger than d− t. Moreover, all
t-constructible pseudomanifolds are t-LC.

The converse of Theorem 2 is false, even if we restrict ourselves to 3-manifolds. In fact, in [5] there are
two explicit examples (with 13 and 16 vertices, respectively) of two 3-spheres containing a non-trivial
knot that is realized by just three edges in their 1-skeleton; the knots are the trefoil and the square
knot, respectively. These examples have homotopical depth 3 because they are spheres, and are 1-LC
by computation [5], but they are not 1-constructible because of the knot [8].
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Abstract

Binomial edge ideals are generated by the 2-minors of a generic matrix with two rows
whose column indices correspond to the edges of a graph. They naturally generalize the
ideals of 2-minors and appear in Algebraic Statistics. Many algebraic properties of binomial
edge ideals can be studied through the cut sets of the associated graph, which are special
sets of vertices whose removal disconnects the graph. A recent conjecture by some of the
authors states that Cohen-Macaulay binomial edge ideals are exactly the binomial edge
ideals JG whose graph is accessible, i.e., JG is unmixed and the collection of cut sets of
G is an accessible set system. Exploiting the structure of accessible graphs, we provide
further evidence in support of this conjecture, proving that it holds for all graphs with up 15
vertices. The computations for graphs with 13, 14 and 15 vertices could not be completed
with a naive brute force approach.

1 Introduction

Binomial edge ideals are quadratic binomial ideals generated by the 2-minors of a matrix of variables
with two rows whose columns are indexed by the edges of a finite simple graph. More precisely, given a
finite simple graph G with n vertices, the binomial edge ideal of G is the ideal

JG = (xiyj − xjyi : {i, j} ∈ E(G)) ⊂ K[xi, yi : i ∈ [n]],

where E(G) is the edge set of G and K is a field. They were introduced at the same time in [8] and [14]
and naturally generalize the ideals of 2-minors of a matrix with two rows. Moreover, they arise in the
study of conditional independence statements in Algebraic Statistics [8, Section 4] and are a subclass of
the so-called Cartwright-Sturmfels ideals [5, Section 3].

Many researchers studied algebraic properties and computed invariants of binomial edge ideals
exploiting the combinatorics of the underlying graph, see e.g., [1, 3, 4, 10, 12, 18].

An important and hard question that is still open concerns a purely combinatorial characterization of
Cohen-Macaulay binomial edge ideals, that would in turn show the independence of Cohen-Macaulayness

1Email: davide.bolognini.cast@gmail.com.
2Email: macchia.antonello@gmail.com. Research of A. M. supported by the Deutsche Forschungsgemeinschaft (DFG,

German Research Foundation) – project number 454595616.
3Email: giancarlo.rinaldo@unime.it
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of the field. The same question can be asked for monomial ideals, which are associated to simplicial
complexes through the well-known Stanley-Reisner correspondence. However, Cohen-Macaulayness
of monomial ideals depends on the field K and, hence, such a general combinatorial characterization
cannot exist.

A fundamental concept that comes up in the study of binomial edge ideals is the notion of cut set
of a graph. A vertex v of a graph G is called a cut vertex if G \ {v} has more connected components
than G. More in general, a set of vertices S of G is a cut set (or cut-point set) if either S = ∅ or
cG(S \ {s}) < cG(S) for every s ∈ S, where cG(S) denotes the number of connected components of the
graph G \ S obtained from G by removing the vertices of S. To the best of our knowledge, even if this
notion of cut sets resembles other concepts in Graph Theory, it has not been studied yet.

The cut sets of a graph G are in bijection with the minimal prime ideals of JG and one can translate
several algebraic properties of JG in terms of cut sets. For example, this can be done for unmixedness,
which is weaker than Cohen-Macaulayness: JG is unmixed (i.e., all its minimal primes have the same
height) if and only if cG(S) = |S| + c for every S ∈ C(G), where C(G) is the collection of cut sets of G
and c is the number of connected components of G, see [15, Lemma 2.5].

Several authors constructed classes of graphs whose binomial edge ideal is Cohen-Macaulay, see [3, 7,
9, 15, 16, 17]. In particular, in [3, Theorem 6.1] the first, second and fourth author proved that, if G is
bipartite, the Cohen-Macaulayness of JG is equivalent to the following condition on the cut sets of G:

JG is unmixed and C(G) is an accessible set system, i.e., for every non-empty S ∈ C(G)
there exists s ∈ S such that S \ {s} ∈ C(G). (∗)

Following [4], we call accessible a graph G that satisfies Conditions (∗). Notice that, since the unmixedness
of JG can also be expressed in terms of cut sets, the accessibility of G is a purely graph-theoretic
condition.

In the follow-up paper [4], the same authors prove that for a general graph G,

JG Cohen-Macaulay ⇒ G accessible,

and show that to prove the reverse implication, it is enough to find a cut vertex v such that JG\{v} is
unmixed for all accessible graphs G. Moreover, they prove that this is the case when G is an accessible
graph that is chordal or traceable. They state the following

Conjecture 1 ([4, Conjecture 1.1]). Let G be a graph. Then JG is Cohen-Macaulay if and only if G is
accessible. In particular, the Cohen-Macaulayness of JG does not depend on the field K.

A first simplification in order to computationally check the conjecture for all graphs with a given
number of vertices is that we can limit our search to connected graphs, see [4, Remark 2.4]. In [10], the
third author and others verified Conjecture 1 for all connected graphs with up to 12 vertices.

Moreover, recently, in [19, Theorem 1.2] Saha and Sengupta showed that it is enough to prove
Conjecture 1 for blocks with whiskers, which are graphs without cut vertices (blocks) with the addition
of a pendant edge to some vertices of the block. In [2] we find an independent proof of this result.

The next computational step to verify Conjecture 1 or to find a counterexample consists in checking
all blocks with whiskers with 13 vertices. However, in this case it is not possible to use a brute force
search because the number of connected graphs with 13 vertices is ∼ 5 · 1013. Hence, we need to develop
some other strategies to make this computation doable.

In this talk I will present several theoretical results that allowed us to computationally check Conjecture
1 for all graphs with 13, 14 and 15 vertices. The computations for this project have been performed on
the server of the Laboratory of Cryptography, Department of Mathematics, University of Trento.

The next case, i.e., checking all blocks with whiskers with 16 vertices could still be doable with our
current implementation but it would take several weeks to finish on a high performance computing
cluster.
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2 Computational results

Suppose that we want to generate all connected graphs on n vertices consisting of a block with exactly
k whiskers attached to it, for some k ≥ 1. To do that, first we consider all connected blocks B on n− k
vertices. We will then attach k whiskers to k distinct vertices v1, . . . , vk of B. We call B the graph
obtained by adding viwi to B for i = 1, . . . , k, where w1, . . . , wk are new vertices.

We now list all simplifications that we employed in our search and we refer to [4, 2] for their proofs.
Some of these simplifications allow to filter blocks before adding whiskers.

1. We can exclude blocks B with vertices of degree 2.

2. We can exclude blocks B containing at least one free vertex w, i.e., a vertex that belongs to
exactly one clique of B.

3. We can exclude a block with whiskers B if one of its cut vertices v ∈ {v1, . . . , vk} has degree
degB(v) > |V (B)|+k

2 − 1.

4. By [4, Proposition 4.10], we can exclude the graphs B such that the induced subgraph B[{v1, . . . ,
vk}] is not connected.

5. By [4, Proposition 6.6], we can exclude the graphs B in which the induced subgraph B[{v1, . . . , vk}]
is a complete graph. This excludes the blocks with k = 1, 2 whiskers. Moreover, we can also
exclude blocks with k = 3 whiskers by [19, Proposition 5.3] (in [2] we found an independent and
simpler proof).

6. By [4, Proposition 4.11], we can exclude the graphs B in which some vertex of B that is not a cut
vertex is not adjacent to some of v1, . . . , vk.

Using these filters, we verified Conjecture 1 for all graphs with up to 15 vertices.
We implemented our algorithm in C++ and Python and generated all blocks with a certain number

of vertices with Nauty [13]. We highlight that the computation of the blocks with whiskers with 15
vertices took several days on a node with 4 CPU Xeon-Gold 5118 using at most 12 cores. For this
purpose we parallelized the execution of the tasks with the tool Parallel [20]. An exhaustive search on
all connected graphs with 12 vertices took about a month on the same machine [10]. In our current
implementation the bottleneck is the generation of blocks with whiskers that satisfy the filters described
above. This step is implemented in Python using the library igraph [6].

In Tables 1 and 2 we collect the number of accessible graphs with n ≤ 15 vertices. Our contribution
is in the last two columns of Table 1 and in Table 2. For graphs with n ≤ 12 vertices, Lerda, Mascia,
Rinaldo and Romeo in [10, 11] computed all indecomposable accessible graphs without applying any
of the above simplifications, see the third column of Table 1 (we refer to [10] for the definition of
indecomposable graph). We compute all accessible blocks with whiskers (see the fourth column of
Table 1), most of which are indecomposable. Finally, in the last column of Table 1 we collect the
number of accessible blocks with whiskers that satisfy all the filters described above. These are also
indecomposable and one can see that the number of filtered accessible blocks with whiskers is very low
compared to the numbers in the third and fourth columns.

In Table 2 we count the blocks with whiskers satisfying all the above filters, and the ones that are
unmixed and accessible, subdivided according to the number of whiskers. Notice that in the last row of
the table we do not have the number of blocks with 11 vertices and 4 whiskers because in this case our
implementation keeps only the graphs whose binomial edge ideal is unmixed.
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Number of
vertices

Connected
graphs

Accessible
indecomposable
graphs [10, 11]

Accessible blocks
with whiskers [2]

Filtered accessible
blocks with
whiskers [2]

2 1 1 0 0
3 2 1 1 0
4 6 1 2 0
5 21 2 2 0
6 112 5 4 0
7 853 15 10 0
8 11,117 51 32 0
9 261,080 194 109 0
10 11,716,571 833 467 1
11 1,006,700,565 3824 2051 1
12 164,059,830,476 19343 10550 8

Table 1: Accessible graphs

Number of Blocks Unmixed blocks Accessible blocks
vertices ↓ with whiskers with whiskers with whiskers

(Number of
whiskers) → 4 5 6 7 4 5 6 7 4 5 6 7 Tot.

8 0 - - - 0 - - - 0 - - - 0
9 0 - - - 0 - - - 0 - - - 0
10 8 0 - - 1 0 - - 1 0 - - 1
11 26 3 - - 0 1 - - 0 1 - - 1
12 7,688 336 8 - 8 6 0 - 3 5 0 - 8
13 125,474 7,297 111 - 0 8 2 - 0 3 2 - 5
14 49,256,463 1,676,045 18,741 73 31 144 72 0 2 65 55 0 122
15 ? 89,636,101 1,167,017 5,310 7 156 146 9 0 56 90 9 155

Table 2: Filtered accessible blocks with whiskers

Acknowledgement. The computations for this project have been performed on the server of the
Laboratory of Cryptography, Department of Mathematics, University of Trento.
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[1] A. Banerjee and L. Núñez-Betancourt. “Graph connectivity and binomial edge ideals”. In: Proc.
Amer. Math. Soc. 145.2 (2017), pp. 487–499. doi: 10.1090/proc/13241.

[2] D. Bolognini, A. Macchia, G. Rinaldo, and F. Strazzanti. Towards a characterization of Cohen-
Macaulay bino- mial edge ideals. In preparation.

[3] D. Bolognini, A. Macchia, and F. Strazzanti. “Binomial edge ideals of bipartite graphs”. In:
European J. Combin. 70 (2018), pp. 1–25. doi: 10.1016/j.ejc.2017.11.004.

[4] D. Bolognini, A. Macchia, and F. Strazzanti. “Cohen–Macaulay binomial edge ideals and accessible
graphs”. In: J. Algebraic Combin. 55.4 (2022), pp. 1139–1170. doi: 10.1007/s10801-021-01088-
w.

[5] A. Conca, E. De Negri, and E. Gorla. “Cartwright-Sturmfels ideals associated to graphs and linear
spaces”. In: J. Comb. Algebra 2.3 (2018), pp. 231–257. doi: 10.4171/JCA/2-3-2.

[6] G. Csárdi and T. Nepusz. “The igraph software package for complex network research”. In: Inter.
J. Comp. Syst 1695 (2006). https://igraph.org, pp. 1–9.

https://doi.org/10.1090/proc/13241
https://doi.org/10.1016/j.ejc.2017.11.004
https://doi.org/10.1007/s10801-021-01088-w
https://doi.org/10.1007/s10801-021-01088-w
https://doi.org/10.4171/JCA/2-3-2
https://igraph.org


Discrete Math Days, Santander, July 4–6, 2022 53

[7] V. Ene, J. Herzog, and T. Hibi. “Cohen-Macaulay binomial edge ideals”. In: Nagoya Math. J. 204
(2011), pp. 57–68. doi: 10.1215/00277630-1431831.
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Abstract

In this paper, we study the so-called log-convergence of graphs defined by Szegedy. We
answer positively his question of whether the sequence (Gq)∞q of the incidence graphs of finite
projective planes log-converges and whether the limit coincides with that of a particular
random graph model. Moreover, we show that the sequence is still convergent if q ranges
not just over primes, but over prime powers.

1 Introduction

Since its introduction in the 1980s, the theory of graph limits has been applied to numerous problems in
extremal graph theory, and it has been generalized and extended to many different discrete structures.
A particular focus has been placed on dense graph limits: limits of graph sequences in which the edge
density is bounded away from 0. While there has been some success in defining a limit theory in other
particular classes, such as graphs with bounded degree, there is no universally agreed upon approach
toward limits and convergence in the entire sparse regime.

One such approach was laid out by Szegedy [3], namely logarithmic convergence. This model of
convergence was motivated by Sidorenko’s conjecture [2], in which the central inequality becomes linear
after taking logarithms. Let t(H,G) denote the probability that a random map from V (H) to V (G) is
a graph homomorphism (i.e., it maps edges to edges).

Definition 1. Let (Gk)∞k=1 be a graph sequence. We say that the sequence is log-convergent if, for any
pair of bipartite graphs H1, H2 with at least one edge, the ratio

log t(H1, Gn)
log t(H2, Gn)

has a limit.

Since we have log(|V (Gn)||V (H1)|)
log(|V (Gn)||V (H2)|) = |V (H1)|

|V (H2)| is a constant, we can replace the parameter t(H,G) in the
definition of log-convergence by |hom(H,G)|, the number of homomorphisms from H to G.
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Szegedy studied the convergence of the random bipartite graph model. For the purpose of our paper,
we will only introduce one particular case of this model, and using a parametrization that is very
different from that used by Szegedy. In our model, which depends on a parameter q, the two vertex sets
X and Y have size q2, and any two vertices in different parts are joined with an edge independently
with probability q−1. We denote the resulting graph by Rq.

Szegedy proved that, with probability 1, the sequence (Rq)∞q is log-convergent, and described the
limit explicitly. We will describe this limit using a slightly different language. We say that a bipartite
graph H ′ is a collapse of H if there is a homomorphism from H to H ′ that is surjective on both vertices
and edges. We denote the set of all collapses of H by C(H). For a bipartite graph H, define

îR(H) = 2|V (H)| − |E(H)|, ĥR(H) = max
H′∈C(H)

îR(H ′). (1)

Szegedy showed that, with probability 1, lim
q→∞ logq(|hom(H,Rq)|) = ĥR(H). This fact trivially implies

that (Rq)∞q is log-convergent.

2 Our result

Let q be a prime power, and let Gq be the incidence graph of PG(2, q) over the field Fq. In other words,
Gq has vertex set P ∪ L, where P and L are the sets of points and lines of PG(2, q) respectively, and
an edge is drawn between a point p and a line ℓ if p ∈ ℓ.

Szegedy asked whether the sequence (Gq)∞q is log-convergent, with the same limit as (Rq)∞q , when q
ranges over the set of primes. We answer this question affirmatively, even when q can also be a prime
power. The precise statement will be given after we define a few parameters.

For any graphs H and G, let inj(H,G) denote the set of injective homomorphisms from H to G. For
a graph H, let

î(H) = lim
q→∞ logq(|inj(H,Gq)|), ĥ(H) = lim

q→∞ logq(|hom(H,Gq)|),

where we take logq 0 = −∞.

Theorem 2. For every bipartite graph H, we have ĥ(H) = ĥR(H). In particular, ĥ(H) exists.

It is not a priori clear that î(H) and ĥ(H) exist (and indeed, proving the existence of ĥ(H) is one of
the main goals of this paper). To get around this limitation, we will use a compactness argument. If
there exists a bipartite graph H such that logq(|hom(H,Gq)|) does not converge to ĥR(H), then there
exists a subsequence of (Gq)∞q in which the limit exists and has a value different from ĥR(H). This
subsequence, in turn, admits another subsequence in which logq(|hom(H,Gq)|) and logq(|inj(H,Gq)|)
converge for all bipartite graphs H. During our proof, we will assume that the limits in the definition
of î(H) and ĥ(H) are defined on this subsequence.

The fact that the sequence (Gq)∞q is log-convergent might not come as a big surprise, at least not if
we restrict ourselves to prime values of q. A less expected result is the fact that the limit is the same as
in the random bipartite graph. The reason for this is that there are certain arrangements of points and
lines that are either much more common or much more rare in Gq than in the random graph.

Indeed, if Gq was truly random-like, we would expect to have î(H) = îR(H), from an easy computation
using linearity of expectation. But îR(C4) = 4 and î(C4) = −∞, since every pair of distinct lines
in a projective plane intersect at exactly one point. On the other hand, the point-line arrangements
corresponding to Pappus’s theorem (with incidence graph P̄ ) and Desargues’s theorem (with incidence
graph D̄) are more common in Gq than in Rq. We have îR(P̄ ) = 9, î(P̄ ) = 10, îR(D̄) = 10 and
î(D̄) = 11.

Obviously, these arrangements are not enough to disprove Theorem 2. The graphs K1,2, K1,9 and
K1,10 are collapses of C4, P̄ and D̄, respectively, obtained by mapping all the vertices in one of the
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Figure 1: Point-line arrangements corresponding to Pappus’s theorem (left) and Desargues’s theorem
(right).

bipartition classes to the center of the star. Since îR(K1,t) = î(K1,t) = t+ 2, the value of ĥR and ĥ of
our three graphs will be greater than or equal to the corresponding values of îR and î.

3 Sketch of the proof

The parameters î(H) and ĥ(H) can be shown to satisfy the following relation:

ĥ(H) = max
H′∈C(H)

î(H ′), (2)

a similar relation to that between îR(H) and ĥR(H). To prove Theorem 2, we will show that î(H) =
îR(H) holds for certain graphs H, namely those which are critical in either Gq or Rq. A graph H
is said to be critical in Gq (resp. Rq) if for every H ′ ∈ C(H) \ {H} we have î(H ′) < î(H) (resp.
îR(H ′) < îR(H)).

Lemma 3. If a bipartite graph H satisfies î(H) ̸= îR(H), then it is neither critical in Gq nor in Rq.

Lemma 3, together with (1) and (2) directly imply Theorem 2.
The proof of Lemma 3 works by induction on H. In a vertex-minimal counterexample, there cannot

be a vertex v with degree 0 or 1, because otherwise that vertex can be removed and the terms î(H) and
îR(H) can be written in terms of those of H − v. In addition, if H is critical then so is H − v.

The minimal counterexample also cannot have a vertex v with degree 2, but the case analysis here is
more complicated. We split depending on whether H is critical in Gq or in Rq, and also on the criticality
of H − v. We have î(H) ≤ î(H − v), since in a projective plane there is exactly one line through any
two points and one point at which any two lines intersect, but we cannot guarantee equality because
the new point or line might be the same as one that is already in H − v, hence the need for a finer case
analysis.

This leaves the case in which the minimum degree is at least 3. We can also assume that H is
2-connected, because otherwise we can express î(H) in terms of some smaller parts. We claim that any
2-connected graph with δ(H) ≥ 3 is not critical in Gq nor in Rq. The latter is easy to verify. Indeed,
suppose that the two bipartition classes of H have size a > b. Then îR(H) = 2|V (H)| − |E(H)| ≤
|V (H)|

2 ≤ a < îR(K1,a).
If we can show that every graph with minimum degree at least 3 has î(H) ≤ |V (H)|

2 + 1, then we can
again bound this by î(K1,a). Unfortunately, while this statement is true, it does not lend itself to be
proved using induction. For this reason we will apply induction on a more general statement. Let v2(H)
denote the number of vertices of degree 2. We say that a subgraph S of H is a pseudoleaf if it is a
maximal 2-connected subgraph of H and it intersects E(H) \ E(S) in at most one vertex. Let ℓ(H)
denote the number of pseudoleaves of H.

Lemma 4. (a) Let H be a 2-connected graph with δ(H) ≥ 2, and let v2(H) be the number of vertices
with degree 2. Then î(H) ≤ |V (H)|+max{v2(H),2}

2 .
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(b) Let H be a connected graph with δ(H) ≥ 3, and let ℓ(H) be the number of pseudoleaves. Then
î(H) ≤ |V (H)|+max{ℓ(H),2}

2

A 2-connected graph with δ(H) ≥ 3 has v2(H) = 0 and ℓ(H) = 1, completing the proof of Lemma 3.
In Lemma 4, which we prove by induction on |E(H)|, parts ((a)) and ((b)) give the induction step of each
other. The terms max{v2(H), 2} and max{ℓ(H), 2} are necessary (see for example the constructions
derived from Pappus’s and Desargues’s theorems). We will try to give a brief explanation for the
significance of these terms.

Let H ′ be a 2-connected graph with δ(H ′) = 2, and suppose that it is an induced subgraph of a
strictly larger 2-connected graph H with δ(H) ≥ 3. How many edges of H \H ′ are incident to V (H ′)?
Since H is 2-connected, there must be at least 2. But since δ(H) ≥ 3, every vertex of H ′ with degree 2
must be incident to at least one other edge in H, giving a minimum of max{v2(H ′), 2}.

Let H ′ be a connected graph with δ(H ′) = 3, and suppose that it is an induced subgraph of a strictly
larger 2-connected graph H with δ(H) ≥ 3. How many edges of H \H ′ are incident to V (H ′)? Since H
is 2-connected, there must be at least 2. But in addition, every pseudoleaf must be incident to an edge
of H ′ \H at an interior vertex (that is, a vertex other than the one that connects to the rest of H ′),
otherwise the same subgraph would also be a pseudoleaf of H. This gives a minimum of max{ℓ(H ′), 2}.

Now consider an edge-minimal counterexample H of Lemma 4. If H is not 2-connected, decompose
the graph into its 2-connected blocks, and express î(H) in terms of the numbers corresponding to its
blocks. If δ(H) ≤ 2, greedily remove any vertex of degree at most 2 until we get a subgraph with
minimum degree at least 3. Use the fact that î(H) ≤ î(H − v) − d(v) + 2 for any vertex v of degree at
most 2, and count have many edges and vertices have been removed in the process.

Finally, if H is 2-connected and has maximum degree at least 3, then a result of Chartrand, Kaugars
and Lick [1] implies that there exists an edge e such that H − e is 2-connected. As H − e contains at
most 2 vertices of degree 2, and î(H) ≤ î(H − e), we can complete the proof.
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Abstract

A famous conjecture of Seymour, known as Second Neighborhood Conjecture (SNC),
says that every orientation of a graph contains a vertex whose second neighborhood is as
large as its first neighborhood. We confirm this conjecture for arbitrary orientations of the
random graph G(n, p), in a wide range of p. More precisely, we prove that the SNC holds
asymptotically almost surely for every orientation of G(n, p), for all p = p(n) such that
lim supn→∞ p < 1/4.

1 Introduction

An oriented graph D is a digraph obtained by assigning directions to the edges of a simple graph G
(i.e., D contains no loops, parallel arcs, nor directed cycles of length 2); we also call D an orientation
of G. Given a natural number i, the i-th neighborhood of u ∈ V (D), denoted by N i(u), is the set of
vertices v for which a shortest directed path from u to v has precisely i arcs. A Seymour vertex (see [9])
is a vertex u for which |N2(u)| ≥ |N1(u)|. In 1990, Seymour conjectured the following (see [4]).

Conjecture 1. Every oriented graph contains a Seymour vertex.

Conjecture 1, known as Seymour’s Second Neighborhood Conjecture (SNC), has been intensively
studied (see, e.g., [2, 5, 9]). Notably, it was confirmed for tournaments (orientations of cliques)
by Fisher [6] and (via a purely combinatorial argument) by Havet and Thomassé [7]; it was also
investigated by Cohn, Godbole, Harkness and Zhang [3] for the random digraph model in which each
ordered pair of vertices is picked independently as an arc with probability p < 1/2.

We explore Conjecture 1 for orientations of the binomial random graph G(n, p), defined as the
random graph with vertex set {1, . . . , n} in which every pair of vertices appears as an edge with
probability p and edges are mutually independent. Note that a simple argument confirms Conjecture 1
when G(n, p) is very sparse: indeed, for example, in every orientation of a triangle-free graph all
vertices of minimum outdegree are Seymour vertices, and G(n, p) is asymptotically almost surely (a.a.s.)
triangle-free whenever np → 0 as n → ∞ (the latter is a classical result, see, e.g., [8, Theorem 3.4]).
Our main result extends this observation to a much wider range of values of p.

1Email: fbotler@cos.ufrj.br. Research of F. B. supported by CNPq (423395/2018-1) by FAPERJ (211.305/2019), and
by UFRJ (ALV 23.733).

2Email: phablo@dcc.ufmg.br. Research of P. F. S. M; supported by FAPEMIG (APQ-01040-21).
3Email: tnaia@member.fsf.org. Research of T. N. is supported by CNPq (201114/2014-3) and FAPESP (2019/04375-5,

2019/13364-7, 20/16570-4).
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Theorem 2. Let p : N → (0, 1). If lim supn→∞ p < 1/4, then a.a.s. every orientation of G(n, p) contains
a Seymour vertex.

Theorem 2 plays a crucial role in an ongoing work of the authors, investigating the SNC for typical
orientations of G(n, p).

This paper is organized as follows. In Section 2 we present the proof of Theorem 2, and in Section 3
we make a few further remarks. In this paper the usual asymptotic expressions (O(f), Ω(f), o(f), ω(f)
and a.a.s. statements) are meant with respect to the parameter n as n → ∞.

2 Proof of main theorem

Our proof has two main ingredients. The first one is a previous result of the authors about very sparse
random graphs, which was submitted as part of an complete abstract to ETC4, and will appear in an
extended version of this article [1].

Lemma 3 ([1]). If p ∈ (0, 1), and n4p6 < ε/16, then every orientation of G(n, p) has a Seymour vertex
with probability at least 1 − ε.

The second ingredient is a small number of classical properties of G(n, p), which are stated in Lemma 5
and are simple consequences of the following Chernoff-type concentration result.

Lemma 4 (Chernoff inequality). Let X be a binomial random variable B(N, p), i.e., the number of
successes in N mutually independent experiments, each with success probability p. For all t > 0, we
have P

(|X − EX| > t
)
< 2 exp

( −t2

2(σ2+t/3)
)
, where σ2 = Np(1 − p) denotes the variance of X.

Given a graph G and X,Y ⊆ V (G), let e(X,Y ) be the number of edges of G with a vertex in each
set, and e(X) be the number of edges with both vertices in X.

Lemma 5. Let 0 < γ < λ < 1. For all p : N → (0, 1), a.a.s. G = G(n, p) satisfies all of the following.

(i) For every X ⊆ V (G), we have
∣∣∣∣e(X) −

(
|X|
2

)
p

∣∣∣∣ < |X|
√

3p(1 − p)n+ 2n.

(ii) For every X,Y ⊆ V (G), we have
∣∣∣e(X,Y ) − |X||Y |p

∣∣∣ <
√

6|X||Y |p(1 − p)n+ 2n.

(iii) For every X,Y ⊆ V (G), if |X|, |Y | ≤ nγ, we have
∣∣∣e(X,Y ) − |X||Y |p

∣∣∣ ≤
√

6|X||Y |p(1 − p)nλ + 2nλ.

(iv) For every v ∈ V (G), we have

| deg(v) − np | <
√

6np(1 − p) lnn+ 2 lnn.

(v) For every distinct u, v ∈ V (G) we have
∣∣|N(u) ∩N(v)| − (n− 2)p2∣∣ <

√
6np2(1 − p2) lnn+ 2 lnn.

4VII Encontro de Teoria da Computação, see https://csbc.sbc.org.br/2022/etc/.
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(vi) For every orientation D of G and every a ∈ N, the set B = {v ∈ V (G) : deg+
D(v) < a} satisfies

|B| ≤ 2
p

(a− 1) + 1 +
√

12(1 − p)n
p

+ 4n
|B|p.

As noted above, Lemma 5 is a consequence of the concentration of binomial random variables around
their expectation. More precisely, Lemma 5 (i)–(v) all follow from Lemma 4 by taking a union bound
over the corresponding “bad event” (that the respective random variable, such as e(X), deviates much
from its expectation). As for Lemma 5 (vi), it follows from Lemma 5 (i).

Proof of (vi) from (i). Clearly, e(G[B]) ≤ |B|(a− 1). Therefore, by (i) (taking X = B), we have

|B|(a− 1) ≥ e(G[B])
(i)
≥
(

|B|
2

)
p− |B|

√
3p(1 − p)n− 2n,

which directly implies (vi).

A crucial step in the proof of Theorem 2 is finding a vertex w whose outneighborhood contains many
vertices with large outdegree. Roughly speaking, after finding w, we note that |N1(w)| = O(np) and
that N1(w) ∪N2(w) cannot be too dense. However, since many outneighbors of w have large outdegree
themselves, we conclude that N1(w) ∪N2(w) must contain more than 2|N1(w)| vertices, completing
the proof.

Proof of Theorem 2. Let p : N → (0, 1). We shall prove that if lim supn→∞ p < 1/4, then for all
positive ε, there exists n0 (which depends on ε and on p) such that the following holds: if n ≥ n0, then
with probability at least 1 − ε every orientation of G = G(n, p) contains a Seymour vertex.

Fix γ and λ such that 1/2 < γ < λ < 2/3. By choosing n0 sufficiently large, we may assume that
with probability at least 1 − ε all statements in Lemma 5 hold. Below, we tacitly assume that n is large
enough whenever necessary. Moreover, if n4p6 < ε/16, then the result follows by Lemma 3, and hence
we may assume that p ≥ (ε/16)1/6n−4/6. Fix an arbitrary orientation of G. We abuse notation slightly,
denoting by G both the oriented and underlying graph.

Let β = 1/4 − lim supn→∞ p(n) and let α = 1/4 − p. Since n is large, we may assume that α ≥ β
(this is the reason why n0 depends on p). Let

S = {v ∈ V (G) : deg+(v) < (1 − α)np/2}.

We first show that a linear number of vertices of G must lie outside of S. We claim that |S| ≤ (1−α/2)n.
Indeed, since α < 1/4 < 1 − α, we may assume |S| ≥ αn. Since αnp/4 ≥ α(ε/16)1/6n2/6, Lemma 5 (vi)
with a = (1 − α)np/2 implies that

|S| ≤ 2(a− 1)
p

+ 1 +
√

12(1 − p)
p

n+ 4n
|S|p < (1 − α)n+ n11/12 <

(
1 − α

2

)
n.

So there are at least αn/2 vertices in S = V (G) \ S, as desired.
By Lemma 5 (i), we have

e
(
S
) ≥

(
|S|
2

)
p− |S|

√
3p(1 − p)n− 2n >

(
|S|
2

)
p− 2|S|√pn > |S|2p

3

and hence, by averaging, there is a vertex w ∈ S for which

deg+
S

(w) ≥ e
(
S
)

|S| ≥ αnp

6 . (1)
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We next show that w is a Seymour vertex in G. Let X = N1
G(w) and Y = N2

G(w), and suppose, for
a contradiction, that |Y | < |X|. By Lemma 5 (iv) we have deg+(w) ≤ np+

√
6np lnn+ 2 lnn. Since

p < 1/4, we have that

deg+(w) = |X| ≤ np+
√

6np lnn+ 2 lnn < n

4 = n

2 (1 − 2α− 2p). (2)

Also, since np = ω(n1/3), by Lemma 5 (iv) we have that

deg+(w) < np+
√

6np lnn+ 2 lnn < 2np. (3)

Let us write e⃗(A,B) to denote the number of arcs from A to B. Let N = X ∩ S. By Lemma 5 (v),
any two vertices u and v have at most p2n +

√
6np2 logn + 2 lnn common neighbors, and thus at

most |N |(p2n+
√

6np2 logn+ 2 lnn) arcs go from N to X. Since each vertex in S (and hence in N)
has at least (1 − α)np/2 outneighbors, we have

e⃗(N,Y ) ≥ |N |(1 − α)np
2 − e⃗(N,X)

≥ |N |(1 − α)np
2 − |N |(p2n+

√
6np2 lnn+ 2 lnn) (4)

The following claim will be useful.

Claim 6. We have 2 lnn+
√

6np2 lnn+
√

6|Y |np/|N | = o(np).

proof of Claim. We prove that each term is o(n) when divided by p. First,
√

6np2 lnn/p =
√

6n lnn =
o(n). Now, since p ≥ (ε/16)1/6n−2/3, we have 2 lnn/p = O(n2/3 lnn) = o(n). Finally, by (3), we have
|Y | < 2np, and since |N | ≥ αnp/3, we have

√
|Y |6n
|N |p ≤

√
|Y |18
αp2 ≤

√
36n
αp

≤
√

36n
βp

= o(n) (5)

which completes the proof of the claim.

Returning to the proof of the theorem, we have to cases: either p > nγ−1/2 or p ≤ nγ−1/2.
Case 1. p > nγ−1/2. By Lemma 5 (ii), we have

e⃗(N,Y ) ≤ |N ||Y |p+
√

6|N ||Y |pn+ 2n. (6)

Thus, by Equations (4) and (6), we have

(1 − α)np
2 − (p2n+

√
6np2 lnn+ 2 lnn) ≤ |Y |p+

√
|Y |6np

|N | + 2n
|N | . (7)

Since p > nγ−1/2 and γ > 1/2, we have

2n
|N |p ≤ 6n

αnp2 = 6
αp2 <

24
αn2γ−2 = o(n). (8)

We conclude that w is a Seymour vertex, since (7) becomes

|Y | ≥ (1 − α− 2p)n
2 −

√
6np2 lnn−

√
|Y |6n
|N |p − 2n

|N |p − 2 lnn
p

≥ n

2 (1 − 2α− 2p)
(2)
> |X|,

where in the second inequality we used Claim 6 and (8).
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Case 2. p ≤ nγ−1/2. In this case (3) implies |X| ≤ nγ . Since N ⊆ X and |Y | < |X|, Lemma 5 (iii) yields 
the following.

e⃗(N,Y ) ≤ |N ||Y |p+
√

6|N ||Y |pnλ + 2nλ

< |N ||Y |p+
√

6|N ||Y |pn+ 2nλ (9)

Now, from (4), using (9) instead of (6), we obtain a variation of (7) in which the term 2n/|N | is
replaced by 2nλ/|N |:

(1 − α)np
2 − (p2n+

√
6np2 logn+ 2 lnn) ≤ |Y |p+

√
|Y |6np

|N | + 2nλ

|N | . (10)

We claim that 2nλ

|N |p = o(n). Indeed, since p ≥ cn−2/3 for c = (ε/16)1/6, we have

2nλ

|N |p ≤ 6nλ

αnp2 = 6nλ−1

αp2 <
24nλ−1

αc2n−4/3 = 24nλ+1/3

αc2 = o(n),

where in the last step we used that λ < 2/3. The desired result is then obtained by solving (10) for |Y |
and using Claim 6 analogously to Case 1.

3 Concluding remarks

In this paper we confirmed Seymour’s Second Neighborhood Conjecture for a large family of graphs by
proving that it holds a.a.s. for arbitrary orientations of the random graph G(n, p), where p = p(n) has
limsup below 1/4 (Theorem 2).

The basic idea of our proof is to show that, if there exists a vertex w with at most n/4 and at
least αnp/3 outneighbors with outdegree at least (1 − α)np/2, then w is a Seymour vertex in G(n, p).
In order to bound deg+(w) from above, we use the Lemma 5 (iv). We believe that a tighter bound a or
distinct choice of vertex is needed to improve our results. We also observe that, in our proof, we cannot
drop the strict inequality in the condition on lim sup p, because if αn = o(

√
n) then S could be empty;

moreover, if α → 0, then the error term
√

36n/αp may turn out to be Ω(n).
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1 Introduction

In economics, an equilibrium is a state in which economic forces such as supply and demand are balanced.
We illustrate the problem on the example of the Cutlery Auction at dinner time: Suppose there are
three kids living together in a house, where there is exactly one fork, one knife and one spoon — we
are in an urgent cutlery crisis. Every night, each of them gets to choose their own dish for dinner.
Tonight, they choose Spaghetti, Steak and a Kiwi. Naturally, they fight over the cutlery with different
preferences. The parent needs to devise a mechanism to mitigate the crisis so that everyone can go
to sleep without crying. From an economics perspective, we can model this as an auction with three
bidders and three items of distinct types. Each of the bidders (also referred to as agents) is willing
to pay at most 1 dollar for their favorite combination and no other: for Kiwi, it is (knife, spoon), for
Spaghetti, it is (fork, spoon), and for Steak, it is (fork, knife).

The parent’s (auctioneer’s) task is to set a price and suggest a distribution of items. For example, a
possible price function sets 0 dollars for a single item, and 1 dollar for each pair. A possible distribution
is the assignment (fork, knife)7→ Steak, (spoon)7→ Kiwi, ∅ 7→ Spaghetti. In contrast to many concepts in
economics, in which the auctioneer would like to maximize their own profit, the question of competitive
equilibrium assigns the auctioneer with the task to make their choices in order to make all of three
bidders happy. Informally, each of the kids participating in the auction is assumed to be happy with
the assigned cutlery at the given price, if the subset S of cutlery maximizes

($ willing to pay for S) - (price of S) .
among all possible subsets S of cutlery. Note that in the above example, this indeed holds and we have
thus achieved a competitive equilibrium at the given price and allocation. The bids of the three kids
and the parents’ price function fit into the framework of graphical valuations and graphical pricings, in
which bids and price functions are given by weight vectors on a fixed underlying graph G. Auctions with
this valuation and pricing scheme have already been studied [3]. In the example above, the underlying
graph is the complete graph K3. We show that the existence of competitive equilibrium in this setting
is guaranteed to exist, independently of the preferences of the three kids:

Theorem 1. If the underlying value graph of all agents is the complete graph, then for any set of
graphical valuations there exists a graphical price at which a competitive equilibrium exists.

More precise statements can be found in Section 4. In the auctioneer’s disposal is the ability to design
the auction. We follow the setup of algorithmic auction design [3, 5], namely, that the auctioneer can
restrict the class of valuations that the agents can submit as well as the class of price functions that can

1Email: marie.brandenburg@mis.mpg.de
2Email: haase@math.fu-berlin.de
3Email: ntran@math.utexas.edu
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Figure 1: The graphical representation of the kids’ bids in the Cutlery Auction.

be announced. The simplest pricing scheme is linear pricing, where each type of item is assigned a price
pi, and the price of a bundle S is ∑i∈S pi. In many combinatorial auctions, however, a competitive
equilibrium with linear pricing scheme may not exist. The ”Unimodularity Theorem” [1, 4, 7] gives a
guarantee of a competitive equilibrium for linear prices, however it imposes strong conditions on the
class of valuations allowed. This excludes many intuitive valuation profiles, such as the Cutlery Auction,
which is an auction where an equilibrium under linear pricing does not exist [2]. We thus consider
auctions with graphical (quadratic) pricing and graphical valuations.

2 The economic setup and its mathematical model

Consider an auction with m types of indivisible goods on sale to n agents, where a∗i ∈ Z≥0 is the number
of goods of type i ∈ [m]. We assume that each agent wants to buy at most one item of each type, even
though the auctioneer might sell more than one item of this type to the group of agents. Following [3],
we model the relations between the goods via a graph G on m vertices. Each vertex represents a type
of goods, while edges between vertices model the existence of a relationship between types. That is,
if the graph contains an edge ij, then the auctioneer allows bidders e.g. to ask for a discount when
buying both an item of type i and j. We explain this in more detail below.

Given a subset of items S ⊆ [m], we construct a vector aS ∈ {0, 1}[m]⊔E(G), where the first m
coordinates are indexed by the vertices of G and the following coordinates are indexed by the edges of
G. Explicitly, we define aS by

aS,i =
{

1 if i ∈ S

0 otherwise
for i ∈ [m], aS,ij =

{
1 if i, j ∈ S

0 otherwise
for ij ∈ E(G).

The polytope of the graph G is

P (G) = conv
({
aS ∈ {0, 1}[m]⊔E(G) | S ⊆ [m]

})
.

Example 2. In the Cutlery Auction above, we have m = 3, a∗i = 1 for all i ∈ [3], and we consider the
complete graph G = K3 on three nodes V (K3) = {A,B,C}, where A = Fork, B = Knife and C =
Spoon. Using the indexing (aA, aB, aC ; aAB, aAC , aBC), the polytope P (K3) is the convex hull

P (G) = conv{(0, 0, 0; 0, 0, 0), (1, 0, 0; 0, 0, 0), (0, 1, 0; 0, 0, 0), (0, 0, 1; 0, 0, 0),
(1, 1, 0; 1, 0, 0), (1, 0, 1; 0, 1, 0), (0, 1, 1; 0, 0, 1), (1, 1, 1; 1, 1, 1)}

where each vertex of P (G) corresponds to an induced subgraph of K3 (including the empty graph and
K3 itself).

A graphical valuation is an assignment valw = val : {aS | S ⊆ [m]} → R, val(a) = ⟨w, a ⟩, with
which the agents express their bids. The value of val(aS) can be viewed as the maximum that the
agent is willing to pay for the set S. Such a bid can be interpreted as follows. If wij > 0 for some
edge ij ∈ E(G), then the agent views items of types i and j as complementary, that is, they are rather
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interested in buying both items together than only a single one of them. The higher the value of wij ,
the higher is the agent’s preference of buying both i and j at the same time. Similarly, if wij < 0, then
items of types i and j are viewed as substitutable, that is, the agent asks for a discount when they have
items i and j together. Similarly, a graphical pricing function ⟨ p, · ⟩, p ∈ R[m]⊔E(G) specifies the price
to be paid for each bundle. They allow for an analogous interpretation to the one of valuations above:
when the pair of items i and j is bought together, they require a premium of pij if pij > 0. If pij < 0,
then this is a discount.

Example 3. In the Cutlery Auction, the agents’ valuations are given by the weight vectors

w1 = (0, 0, 0; 1, 0, 0), w2 = (0, 0, 0; 0, 1, 0), wb : w : [3] = (0, 0, 0; 0, 0, 1),

i.e. the first agent has weight one for edge AB, the second agent has weight one for edge AC, the third
agent has weight one for edge BC and all remaining weights are zero. The graphical price vector in this
example is p = (0, 0, 0; 1, 1, 1).

The auctioneer enters the auction with a bundle a∗ ∈ Z[m]
≥0 , where a∗i denotes the number of items of

type i that the auctioneer wants to sell. In this setup, we only consider allocations that are complete,
that is, the seller must sell all items in the bundle. Let n be the number of agents participating in the
auction, and let π = πG denote the coordinate projection

π : nP (G) ∩ Z[m]⊔E(G) → Z[m]

that forgets the coordinates which correspond to edges in G.
The auction works as follows. First, the agents submit their valuations to the auctioneer, then the

auctioneer announces the price p and an allocation a1, . . . , an ∈ {0, 1}[m]⊔E(G), where agent b is assigned
the bundle ab and a = ∑n

b=1 a
b ∈ π−1(a∗). If all of the agents and the seller agree, then agent b gets

bundle ab and pays ⟨ p, ab ⟩ to the seller. Note that a choice of a ∈ π−1(a∗) amounts to choosing values
aij for each pair ij of types of goods. This specifies the number of times that an item of type i and an
item of type j are sold together as a pair to an agent. Furthermore, the seller’s revenue at the given
price p solely depends on this choice, as ∑n

b=1⟨ p, ab ⟩ = ⟨ p,∑n
b=1 a

b ⟩ = ⟨ p, a ⟩.
The bare-minimum goal for the auctioneer is to compute an allocation-pricing pair such that all of

the market participants can agree to (i.e. are “happy”), that is, a non-trivial economic equilibrium is
reached. It is assumed that agent b is satisfied with the allocation-price pair ((a1, . . . , an), p) when they
are allocated a bundle that maximizes their own utility at this price. At a given price p, the set of such
bundles for agent b is their demand set

D(valb, p) = arg max
S⊆[m]

{
valb(aS) − ⟨ aS , p ⟩

}
,

where aS ∈ {0, 1}[m]⊔E(G) is the vector corresponding to the set S. Thus, agent b is satisfied with
the allocation-price pair when ab ∈ D(valb, p). When all agents are satisfied, we have a competitive
equilibrium.

Definition 4 (Competitive equilibrium). Let (valb : b ∈ [n]) be graphical valuations with a fixed value
graph G. The auction has a competitive equilibrium at a ∈ Z[m]⊔E(G) and a price p ∈ R[m]⊔E(G) if there
exists an allocation (a1, . . . , an) such that a = ∑

ab and ab ∈ D(valb, p) for all b ∈ [n].
We say that the auction has a competitive equilibrium (CE) at a bundle a∗ ∈ Z[m]

≥0 of goods if there exists
some a ∈ π−1(a∗) and some price p ∈ R[m]⊔E(G) at which the auction has a competitive equilibrium.

Example 5. We continue with the example of the Cutlery Auction. We are given the bundle a∗ = (1, 1, 1).
If we pick the graphical price vector p = (0, 0, 0; 1, 1, 1) then for each j ∈ {1, 2, 3} we have

D(valb, p) ⊇ {(0, 0, 0; 0, 0, 0), (1, 0, 0; 0, 0, 0), (0, 1, 0; 0, 0, 0), (0, 0, 1; 0, 0, 0)} .
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and additionally D(valb, p) contains the indicator vector corresponding to the respective edge that agent
b prefers to buy. Thus, we can decompose a = (1, 1, 1; 0, 0, 0) ∈ π−1(a∗) by assigning one item to each
agent, e.g.

a1 = (1, 1, 0; 1, 0, 0), a2 = (0, 1, 0; 0, 0, 0), a3 = (0, 0, 0; 0, 0, 0),

in order to achieve a competitive equilibrium at a = a1 + a2 + a3 = (1, 1, 1; 1, 0, 0). This implies that
the auction has a competitive equilibrium at the bundle a∗ = (1, 1, 1).

3 The polytope P (G) and mixed regular subdivisions

We now establish the connection between the existence of a competitive equilibrium and properties of
the polytope P (G). Let val be a (not necessarily graphical) valuation on a polytope P , i.e. a function
val : P ∩ Zd → R. For a face F of P we denote lift(F ) =

{( a
val(a)

) | a ∈ F ∩ Zd
}

⊆ Rd+1. If we
take the convex hull of these points in Rd+1, the collection of the facets visible when we look down at
the convex hull from above is called the upper convex hull. Its projection onto the first d coordinates is
called the regular subdivision of P induced by val. We call a ∈ Zd a lifted point if

( a
val(a)

)
lies in the

upper convex hull of conv(lift(P )). Let p ∈ Rd be a fixed price vector. Then
(−p

1
)

is the normal vector
of a face F of the upper convex hull of lift(P (G)), and

D(val, p) = arg max
a∈P∩Zd

{val(a) − ⟨ a, p ⟩} = arg max
a∈P∩Zd

{⟨ ( a
val(a)

)
,
(−p

1
) ⟩}

consists precisely of the lifted points in the face F . Let val1, . . . , valn be graphical valuations, and
consider the aggregate valuation function Val : nP (G) ∩ Zd → R given by

Val(a) = max
{

n∑

b=1
valb(a) |

n∑

b=1
ab = a, ab ∈ P (G) ∩ Zd

}
.

This defines a regular subdivision on the dilated polytope nP (G). By above, the faces of this subdivision
are in bijection with demand sets D(Val, p). The regular subdivision of nP (G) that is defined by Val
is a mixed regular subdivision induced by val1, . . . , valn. A face F of this mixed regular subdivision
is of the form F = ∑n

b=1 F
b, where F b is a face of P (G). In other words, for the demand sets of the

aggregate valuation holds D(Val, p) = ∑n
b=1D(valb, p).

Proposition 6. Consider an auction with n agents, anonymous graphical pricing and graphical
valuations with a fixed underlying value graph G on m vertices, and d = m+ |E(G|. Let a ∈ nP (G)∩ Zd.
Then the following are equivalent:

(i) For each set of valuations {valb | b ∈ [n]} there exists an allocation (a1, . . . , an) and a price p ∈ Rd

such that a = ∑n
b=1 a

b and at which a competitive equilibrium exists.

(ii) For each set of valuations {valb | b ∈ [n]} there exists a price p ∈ Rd such that a ∈ ∑n
b=1D(valb, p).

(iii) For any faces F 1, . . . , Fn of P (G) such that a ∈ ∑n
b=1 F

b holds: a ∈ ∑n
b=1 vert(F b).

Informally, if a competitive equilibrium exists for any set of valuations, then this means that a CE is
guaranteed to exist: Regardless of the agents’ preferences, the auctioneer can always guarantee to make
everyone happy with the outcome. We note that the condition in Proposition 6 may fail, as illustrated
in the following example.

Example 7. Consider an auction with 4 types of items A, B, C, D, with two items of each type, and
let G = K4 be the underlying value graph. The point

(aA, aB, aC , aD, aAB, aAC , aAD, aBC , aBD, aCD) = (2, 2, 2, 2; 1, 1, 1, 1, 1, 1)
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v1

v2 v3

v4

v5

Figure 2: A value graph at which CE may fail at a∗ = (1, 1, 1, 1, 1).

is the sum of the midpoints of four edges but one can check that it cannot be written as the sum of any
4 lattice points of P (K4). This means that for any auction with graphical valuations, it is impossible
to partition the set {A,A,B,B,C,C,D,D} such that each of the

(4
2
)

= 6 pairs of item types appear
exactly once in some agent’s allocation, even though it is possible to carry out a partition with twice as
many items (that is, 4 items of each of the 4 types), where each of the six pairs of item types appears
exactly twice. However, Theorem 10 below guarantees that for each set of graphical valuations, there
exists a different way to partition (2, 2, 2, 2) such that competitive equilibrium is achieved at a′ with
graphical pricing. More generally, P (Km) does not have the so-called integer decomposition property
[6, p. 337] for m ≥ 4, so this example can be extended to a series of examples for any m ≥ 4 and n ≥ 4.

4 Competitive equilibrium always exists for the complete graph

4.1 Everyone bids on everything

Recall that m is the number of distinct items, n is the number of bidders and π the projection of a
vector with components indexed by [m] ⊔ E(G) onto the first [m] components. In this section, we
consider the complete graph G = Km, and vectors are thus of length d = m+

(m
2
)
.

We begin with auctions in which the seller’s bundle contains either 0 or r items of each type for a
fixed r ∈ N. Recall that we assume that each agent is only interested in buying at most one item per
type. An important special case is the combinatorial auction where r = 1. We show that a competitive
equilibrium in this scenario can always be achieved:

Theorem 8. Let a∗ ∈ {0, r}m and n ≥ r. If the underlying value graph of all agents is the complete
graph, then π−1(a∗) ̸= ∅ and for any set of valuations and every a ∈ π−1(a∗) there exists a price p ∈ Rd

at which a competitive equilibrium exists.

The proof of this theorem gives an explicit construction of how to split the bundle in question. If
r = 1, then a ∈ π−1(a∗) is the characteristic vector of a disjoint union of cliques and the procedure
in the proof assigns cliques to agents. A choice of a ∈ π−1(a∗) corresponds to a choice of connected
components. This construction gives a lot of freedom to the auctioneer: The auctioneer can decide
which items are being sold together and is still guaranteed to achieve a competitive equilibrium. The
next example shows that even for r = 1, the existence of a competitive equilibrium can fail when we do
not consider the complete graph as value graph.

Example 9. Let G be the graph consisting of the cycle v1, v2, v3, v4 together with an additional vertex
v5 and edges v1v5, v4v5, as shown in Figure 2. Consider the following 4 edges of the polytope P (G)
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F 1 = conv
((

0, 1, 0, 0, 0; 0, 0, 0, 0, 0, 0
)
,
(
1, 0, 1, 0, 0; 0, 0, 0, 0, 0, 0

))

F 2 = conv
((

0, 0, 1, 0, 0; 0, 0, 0, 0, 0, 0
)
,
(
0, 1, 0, 1, 0; 0, 0, 0, 0, 0, 0

))

F 3 = conv
((

0, 0, 0, 0, 1; 0, 0, 0, 0, 0, 0
)
,
(
1, 0, 0, 0, 0; 0, 0, 0, 0, 0, 0

))

F 4 = conv
((

0, 0, 0, 0, 1; 0, 0, 0, 0, 0, 0
)
,
(
0, 0, 0, 1, 0; 0, 0, 0, 0, 0, 0

))

For a∗ = (1, 1, 1, 1, 1), we have π−1(a∗) ∩∑4
b=1 F

b = {(1, 1, 1, 1, 1; 0, 0, 0, 0, 0, 0)} but
π−1(a∗) ∩∑4

b=1 vert(F b) = ∅. Hence, the assumption G = Km in Theorem 8 is truly necessary.

Next, we loosen the assumption on a∗ and allow arbitrary a∗ ∈ Zn ∩ [0, n]m. We show that again
a CE at a∗ always exists, however we only construct one explicit a ∈ π−1(a∗) at which a competitive
equilibrium is guaranteed to exist.

Theorem 10. Let a∗ ∈ {0, 1, . . . , n}m. If the underlying graph of all valuations is the complete graph,
then there exists an a ∈ π−1(a∗) such that for any set of valuations there exists a price p ∈ Rd at which
a competitive equilibrium exists.

The procedure in which the bundle can be split up to achieve a competitive equilibrium is as follows:
If a∗ ∈ {0, 1}m, then auctioneer sells the entire bundle to one agent, i.e. there is one agent who gets an
item of each type i ∈ [m] such that a∗i = 1. If a∗ ∈ {0, 1, 2}m, then the auctioneer sells the items in two
bundles: There is one agent who will be offered one item of each type where a∗i > 0. A second agent
will be made an offer for all remaining items, i.e. all items such that a∗i = 2. And so on.

4.2 Everything is bid on by someone

If a∗ ∈ {0, 1}m, we can relax the condition on the valuations by allowing weight vectors w ∈ R∪ {−∞},
so that a bidder can express that they are not willing to take an item of a certain type under any
circumstances. Under mild technical assumptions (the set of valuations should be covering), we show
that a competitive equilibrium is guaranteed even with this more general class of valuations. Intuitively,
a set of valuations is covering if for any item that the auctioneer wants to sell there is also an agent that
is willing to take such an item under some circumstances (i.e. there is some offer that the auctioneer
can make to this agent such that they will accept to take this item).

Theorem 11. If V is the collection of sets of covering graphical valuations, then a competitive equilibrium
with anonymous graphical pricing is guaranteed to exist at any bundle a∗ ∈ {0, 1}m for any auction
with valuations in V.
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Abstract

Conway’s fried potato problem is an optimization question with the following original
statement [7]: given a convex body C in Rd, which is the division of C into n subsets,
by means of n− 1 successive hyperplane cuts (that is, each cut divides only one previous
subset), minimizing the largest inradius of the subsets? This question was treated in a work
by A. Bezdek and K. Bezdek [1], determining the optimal value and describing an optimal
division for this problem in an implicit way. In this work, we focus on the family of convex
polygons, and provide an algorithm leading to the corresponding optimal value (which is of
quadratic order with respect to the number of sides of the polygon).

1 Introduction

Optimization problems in Rd involving the classical geometric magnitudes constitute an interesting
research field with a wide variety of questions to be treated. In general, these questions search for the sets
minimizing one given geometric magnitude under certain restrictions regarding another magnitude. Some
remarkable and well-known examples are given by the isoperimetric problem [12, 11], the isodiametric
inequality [2, 13], Jung’s theorem [9] or Blaschke’s theorem [8]. This kind of problems can be also posed
for divisions of a given set, looking for the divisions minimizing a geometric functional. For instance,
one of the authors has studied the least-perimeter partitions of a planar disk into regions of prescribed
area [4], as well as the divisions of a planar convex body minimizing the maximum relative diameter
([5, 3], see also [10]). A similar question appearing in literature is the so-called Conway’s fried potato
problem, where the aim is finding a division of a given convex body C into n subsets (by means of
n− 1 successive hyperplane cuts) minimizing the largest inradius of the subsets [7, Problem C1]. In
other words, for each division of C into n subsets, we consider the largest value for the inradius of the
subsets and search for the division minimizing that value. This problem was treated by A. Bezdek and
K. Bezdek in 1995, obtaining the corresponding optimal value and a particular optimal division ([1], see
also Theorem 2 below). In that work, the determination of the optimal value (and, consequently, of that
optimal division) is done in a theoretical way, in the sense that the optimal value is computed implicitly
and depends on a certain rounded body associated to C which is, in general, hard to be calculated.

In this work, we focus on the family of convex polygons, and we describe an algorithm for obtaining
the optimal value associated to Conway’s fried potato problem, taking into account the results in [1].
This constructive procedure, detailed in Section 3, has a geometrical core and it is based on the notion
of medial axis of a polygon. We anticipate that it is an algorithm of quadratic order with respect to the
number of sides of the polygon.

1Email: antonioc@us.es. Research of A. C. supported by MICINN project PID2020-118180GB-I00.
2Email: isafer@us.es. Research of I. F. supported by MICINN project PID2020-118137GB-I00.
3Email: almar@us.es. Research of A. M. supported by MICINN project PID2019-103900GB-I00.
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2 Preliminaries

Throughout this work, a convex body in Rd will be a compact convex set with non-empty interior.
Given a convex body C in Rd, the inradius I(C) of C is the radius of the largest ball contained in C,
and the width w(C) of C is the minimal distance between two parallel supporting hyperplanes of C.

Definition 1. Let C be a convex body in Rd, and let 0 < ρ ≤ I(C). The ρ-rounded body Cρ associated
to C is the union of all the balls of radius ρ contained in C.

r

Figure 1: For a given ρ > 0, the ρ-rounded body (in red) of this ellipse is given by the union of all the
balls of radius ρ contained in the ellipse

As stated in the Introduction, the original statement of Conway’s fried potato problem focuses on
divisions by successive hyperplane cuts. These divisions are made by using n− 1 pieces of hyperplanes,
in such a way that each piece of hyperplane divides only one of the subsets into two new subsets, see
Figure 2. Note that these divisions guarantee that the corresponding subsets are convex.

Figure 2: Two different divisions of the ellipse into five subsets, by using four successive hyperplane cuts

Theorem 2. ([1, Th. 1]) Let C be a convex body in Rd, and n ∈ N. Let P be a division of C into n
subsets C1, . . . , Cn given by n− 1 successive hyperplanes cuts. Then,

max{I(C1), . . . , I(Cn)} ≥ ρ, (1)

where ρ > 0 is the unique number satisfying that

w(Cρ) = 2nρ. (2)

Moreover, the equality in (1) holds for the division of C given by n − 1 parallel hyperplanes, equally
spaced between the two hyperplanes bounding a slab which provides w(Cρ).

Observe that Theorem 2 determines the optimal value for Conway’s fried potato problem for each
convex body C, as well as an optimal division of C (since the optimal value is attained). Unfortunately,
that optimal value is given implicitly in (2), in terms of a certain rounded rounded body associated
to C, which makes difficult its precise computation, in general. In Section 3 we describe an explicit
algorithm for computing that optimal value for an arbitrary convex polygon. We previously define two
important notions on this family, which will be used later.

Let C be a convex polygon. The medial axis M(C) of C is defined as the set of points of C which
have more than one closest side of C, see Figure 3. Equivalently, M(C) is the boundary of the Voronoi
diagram associated to ∂C, and so it will be composed by line segments (it is, in fact, a tree-like graph).
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Figure 3: The medial axis of a rectangle

We point out that each segment of M(C) will be associated to a pair of sides of C, and from the
computational point of view, it is known that M(C) can be computed in linear time with respect to the
number of sides of C [6, Co. 4.5]. Moreover, we have that the ρ-rounded body Cρ associated to C, for
any 0 < ρ ≤ I(C), will be bounded by some circular arcs of radius ρ centered in points in M(C), and
by some segments (each of them contained in a side of C), by construction.

Fix now a side L of a convex polygon C. The relative width of C with respect to L, denoted by
wL(C), is the width of C when considering slabs parallel to the direction determined by L. In this
setting, let L′ be the supporting line of C, parallel to L, bounding the slab which provides wL(C). Any
vertex of C contained in L′ will be called an antipodal vertex to L. Note that we can have, at most, two
antipodal vertices to L, and each of them will have two incident sides of C. For each pair of these sides
(we can have, at most, three pairs), the corresponding segment of the medial axis M(C) will be called
an antipodal segment to L, see Figure 4.

v v

s

L L

L’ L’

s

w

s

s1
2

3

Figure 4: v is an antipodal vertex and s is an antipodal segment to L in the left-hand side figure, and v,
w are antipodal vertices and s1, s2, s3 are antipodal segments to L in the right-hand side figure

3 The algorithm

In this section, we will provide an algorithm for obtaining the optimal value of Conway’s fried potato
problem for a given convex polygon. We need some preliminary results. It is well known that the width
of a convex polygon is given by a slab delimited by two supporting lines, with at least one of them
containing a side of the polygon. Lemma 3 below shows that this property extends to any rounded
body associated to a convex polygon. We note that d will stand for the Euclidean planar distance.

Lemma 3. Let C be a convex polygon, and let 0 < ρ ≤ I(C). Then, there exists a slab providing w(Cρ),
such that one side of C is contained in the boundary of the slab.

Proof. It is clear that ρ ≤ I(Cρ) ≤ w(Cρ)/2, and that any tangent line r to Cρ will leave Cρ entirely
contained in one of the half-planes defined by r. Furthermore, recall that Cρ will be composed by
some circular arcs (of radius ρ) and some segments (which are pieces of sides of C). Let S be a slab
determining w(Cρ), delimited by two parallel supporting lines h1, h2. Let xi be a point in hi ∩ Cρ, and
assume that xi lies in an arc σi of Cρ, for i = 1, 2 (otherwise, the statement trivially follows).

If d(x1, x2) = w(Cρ), let B′ be the ball of radius w(Cρ)/2 passing through x1, x2. Since ρ ≤ w(Cρ)/2,
we have two possibilities. If ρ = w(Cρ)/2, then σ1, σ2 lie in ∂B′ and we can rotate the lines h1, h2
tangentially along ∂B′ (preserving their parallel character), obtaining new slabs which also provide
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w(Cρ), until one of the rotating lines meets a segment of Cρ, and so we are done. On the other hand, if
ρ < w(Cρ)/2, we can proceed analogously: rotate hi along σi (note that σi −{xi} lies now in the interior
of B′) to obtain slabs containing Cρ whose width is smaller than w(Cρ), yielding a contradiction, see
Figure 5. Finally, if d(x1, x2) > w(Cρ), we can proceed similarly: by rotating hi along σi as shown in

s1

s2

h1

h2

Figure 5: If ρ < w(Cρ)/2, a rotation argument yields a slab containing Cρ, with width strictly smaller
than w(Cρ)

Figure 6, it can be checked that the resulting slabs (which also contain Cρ) have width smaller than
w(Cρ), which also gives a contradiction.

s1

s2

h1

h2

Figure 6: If d(x1, x2) = w(Cρ), an analogous rotation argument leads to a slab containing Cρ, whose
width is strictly smaller than w(Cρ)

The following result will allow us to find the candidates for the desired optimal value, focusing on
each side of the polygon.

Lemma 4. Let C be a convex polygon, and n ∈ N, n ≥ 2. For each side L of C, there exists a unique
value ρ > 0 such that wL(Cρ) = 2nρ. Moreover, such a value can be computed in linear time with
respect to the number of sides of C.

Proof. The function ρ 7→ 2nρ is strictly increasing, while the function ρ 7→ wL(Cρ) is continuous and
decreasing (by the set inclusion property for rounded bodies), for 0 ≤ ρ ≤ I(C) (with the convention
that C0 = C). Moreover, for ρ1 = 0, it follows that wL(Cρ1) = wL(C) > 0, and for ρ2 = I(C), we have
that wL(Cρ2) = 2ρ2 < 2nρ2. This implies that the graphs of both functions necessarily intersect only
once, thus providing the desired value.

Let us now see that the function ρ 7→ wL(Cρ) is piecewise affine. Assume firstly that L has only
one antipodal vertex O′, belonging to the sides L1 and L2, and call s to the antipodal segment to L
(which is a segment of the medial axis M(C) of C). In order to compute wL(Cρ) for small ρ > 0, we
only have to focus on L and on a circular arc σ of radius ρ centered at a certain point of s (in fact,
wL(Cρ) = d(L,Lρ), being Lρ the tangent line to σ parallel to L, see Figure 7). Observe that each
point A in s will determine a unique rounded body Cρ associated to C, with ρ = d(A,L1). Call A′ to
the point in L1 such that d(A,L1) = d(A,A′), and call A′′ to the orthogonal projection of A on L, as
Figure 7 shows. Then,

wL(Cρ) = d(A′′, Lρ) = d(A,A′′) + ρ = d(A,A′′) + d(A,A′). (3)
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A’’

L

L1

L2

O’

Lr

A

A’

s

Figure 7: Computing wL(Cρ)

Let O be the intersection of the extensions of s and L, and fix a point B in s, B ̸= A. By considering
the previous geometric construction for B, and for the associated points B′ and B′′, it follows that

d(O′, A)
d(O′, B) = d(O′, A′)

d(O′, B′) = d(A,A′)
d(B,B′) ,

d(O,A)
d(O,B) = d(O,A′′)

d(O,B′′) = d(A,A′′)
d(B,B′′) ,

since the corresponding pairs of triangles are equivalent. Therefore, d(A,A′′) = λ (d(O,O′) − d(O′, A))
and d(A,A′) = µd(O′, A), where λ = d(B,B′′)/d(O,B) and µ = d(B,B′)/d(O′, B), which implies that

d(A,A′′) + d(A,A′) = (µ− λ) d(O′, A) + λ d(O,O′), (4)

which is an affine expression with respect to d(O′, A). Finally, taking into account that d(O′, A) =
d(A,A′)/µ, it follows that (4) is an affine expression with respect to d(A,A′), and so the value wL(Cρ),
for small ρ > 0, can be expressed as an affine function on ρ.

The computation of wL(Cρ) for larger ρ will be done by considering the segments of M(C) adjacent
to s (and possibly the subsequent ones) and proceeding analogously, until ρ reaches I(C). This will
lead to a piecewise affine expression of wL(Cρ) (since each considered segment of M(C) will give an
affine piece of the function), which can be computed in linear time with respect to the number of sides
of the polygon (recall that M(C) can be also computed with that computational cost).

On the other hand, if L has two antipodal vertices, we have that ρ 7→ wL(Cρ) will be constant for
small ρ > 0 (since wL(Cρ) = wL(C)), and piecewise affine afterwards by reasoning as in the previous
case. This computation can be also done in linear time with respect to the number of sides of C.

All these considerations imply that the graphs of the functions ρ 7→ 2nρ and ρ 7→ wL(Cρ) can be
computed in linear time, and also the corresponding intersection point, concluding the proof.

Our Theorem 5 follows from the previous results and establishes that the optimal value for this
problem can be found in quadratic time.

Theorem 5. Let C be a convex polygon and let n ∈ N. Then, the optimal value for the corresponding
Conway’s fried potato problem, which is given in (2), can be computed in quadratic time with respect to
the number of sides of C.

Proof. For each side L of C, consider the unique value ρL > 0 such that wL(CρL) = 2nρL, which can
be determined in linear time, by using Lemma 4. When repeating the process for all the sides of C, we
will obtain a family {ρL : L is a side of C} in quadratic time. This family will necessarily contain the
desired optimal value, taking into account Theorem 2 and Lemma 3. We claim that the optimal value
is ρ1 := min{ρL : L is a side of C}, associated to a side L1 of C. On the one hand, w(Cρ1) ≤ wL1(Cρ1),
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by definition. And on the other hand, by using Lemma 3 again we have that there exists a side L′ of C
with associated value ρ′ ∈ C (by Lemma 4) such that

w(Cρ1) = wL′(Cρ1) ≥ wL′(Cρ′) = 2nρ′ ≥ 2nρ1 = wL1(Cρ1),

where we are using that ρ1 ≤ ρ′, and so Cρ′ ⊆ Cρ1 . Thus, w(Cρ1) = wL1(Cρ1) = 2nρ1, and so ρ1 is the
desired optimal value, by the uniqueness property from Theorem 2. As taking minimum can be done in
linear time in this case, the statement holds.

Remark 6. We note that for a given planar convex body C, we can approximate its optimal value for
this problem by considering an appropriate convex polygon C ′, close enough to C, and applying the
described procedure to C ′.
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Abstract

We determine the number of labelled chordal planar graphs with n vertices, which is
asymptotically c1 · n−5/2γnn! for a constant c1 > 0 and γ ≈ 11.89235. We also determine
the number of rooted simple chordal planar maps with n edges, which is asymptotically
c2n−3/2δn, where δ = 1/σ ≈ 6.40375, and σ is an algebraic number of degree 12. The
proofs are based on combinatorial decompositions and singularity analysis. Chordal planar
graphs (or maps) are a natural example of a subcritical class of graphs in which the class
of 3-connected graphs is relatively rich. The 3-connected members are precisely chordal
triangulations, those obtained starting from K4 by repeatedly adding vertices adjacent to
an existing triangle.

1 Introduction

A graph is chordal if every cycle of length greater than three contains at least one chord, which is
an edge connecting non-consecutive vertices of the cycle. Chordal graphs have been much studied in
structural graph theory and graph algorithms (see for instance [10]), but much less from the point of
view of enumeration. It is known that the asymptotic number of labelled chordal graphs with n vertices
is
( n

n/2
)
2n2/4; an explanation for this estimate is that as n goes to infinity almost all chordal graphs

with n vertices are split, that is, the vertex set can be partitioned into a clique and an independent
set [1]. See also [13] for results on the exact counting of chordal labelled graphs.

On the other hand, there has been much work on counting planar graphs and related classes of
graphs since the appearance of [8]. Here we focus on planar graphs that are at the same time chordal.
To count them we use, as in [8], the canonical decomposition of graphs into k-connected components
for k = 1, 2, 3. The starting point is the enumeration of 3-connected chordal planar graphs: these are
precisely the chordal triangulations, which suitably rooted are in bijection with ternary trees. Then we
use the decomposition of 2-connected graphs into 3-connected components. An important difference
with the class of all planar graphs is that one cannot compose more than two graphs in series since
otherwise a chordless cycle is created.

A more significant difference is that the class of chordal planar graphs is subcritical (a concept defined
below), instead of being critical as the class of all planar graphs: this is reflected by the polynomial term
n−5/2 of the asymptotic estimates for the number of graphs in the class [4], as opposed to n−7/2 for all
planar graphs [8]. Thus we have a natural example in which the class of 3-connected graphs is relatively
rich, yet the class is subcritical. In this context, being subcritical means the following. Let C(x) and
B(x) be the generating functions, respectively, of connected and 2-connected graphs in a class that is
closed under connected components and blocks, and ρC and ρB are the respective radius of convergence.

1Email: jordi.castellvi@upc.edu
2Email: marc.noy@upc.edu
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The class is subcritical if ρCC
′(ρC) < ρB, and is critical if equality holds. Subcriticality has important

implications on the structure of a class of graphs. Intuitively, subcritical classes are “tree-like” in
some sense exhibited for instance by the fact that the global structure is essentially determined by the
block-decomposition tree, while the blocks themselves have expected constant size.

Our first result is the following.

Theorem 1. Let gn be the number of labelled chordal planar graphs with n vertices, cn those which are
connected, and bn those which are 2-connected. Then as n → ∞ we have

1. gn ∼ g · n−5/2γnn!, γ ≈ 11.89235, g ≈ 0.00027205

2. cn ∼ c · n−5/2γnn!, c ≈ 0.00027194,

3. bn ∼ b · n−5/2γn
b n!, γb ≈ 10.76897, b ≈ 0.00016215.

Our second result is about rooted maps. A rooted map is a connected planar multigraph with a fixed
embedding in the plane in which an edge (the root edge) is distinguished and directed. Rooted maps
where first enumerated by Tutte [12] and since then they have been the object of much study (see [11]
for definitions on maps and an overview on their enumeration). We only consider simple maps (those
with no loops and multiple edges) since they are the natural objects with respect to the property of
being chordal.

Theorem 2. Let Mn be the number of rooted chordal simple planar maps with n edges, and Bn those
which are 2-connected. Then as n → ∞ we have

1. Bn ∼ b · n−3/2 · σ−n
b , with b ≈ 0.071674 and σ−1

b ≈ 3.65370,

2. Mn ∼ m · n−3/2 · σ−n, with m ≈ 0.12596 and σ−1 ≈ 6.40375.

The proof is again based on the structure of 3-connected chordal maps and is omitted for lack of space.
As opposed to the class of general maps, the class of simple chordal maps is again subcritical. This
is reflected in the term n−3/2 instead of the usual n−5/2 for classes of planar maps. Other natural
subcritical classes are outerplanar maps [7] and series-parallel maps [5], but these two classes do not
contain 3-connected graphs.

2 Generating functions of chordal planar graphs

2.1 3-connected graphs

Chordal planar graphs that are 3-connected are in fact chordal triangulations (also called stacked
triangulations), i.e. those obtained from K4 by repeatedly inserting a vertex in the interior of an
existing triangular face and making it adjacent to the three vertices of the boundary. Note that
chordal triangulations are planar. Let then T (z) be the generating function counting labelled chordal
triangulations rooted at a directed edge, where z marks the number of vertices minus two. Notice that
3-connected chordal maps rooted at a triangle are in bijection with (plane) ternary trees rooted at a
leaf. Thus, we consider next the generating function counting ternary trees rooted at a leaf, where z
marks internal nodes. It is given by

S(z) = z(1 + S(z))3. (1)

And following the bijection, we clearly have T (z) = zS(z)/2. The unrooted version of T (z) is needed
later and can be computed by integrating S(z).

Lemma 3. Let U(z) be the generating function counting unrooted labelled chordal triangulations, where
z marks all the vertices. Then

U(z) = z3

24(S(z) − S(z)2). (2)
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2.2 2-connected graphs

First we consider networks, that are 2-connected labelled chordal planar graphs rooted at a directed
edge e so that the endpoints of e are not labelled.
Lemma 4. Let E(x, y) be the generating function of networks, where x marks vertices and y edges.
Then

E(x, y) = y exp
(
xE(x, y)2 + T

(
xE(x, y)3)

E(x, y)

)
. (3)

Proof. Following the classical decomposition (see for instance [9]), networks are parallel compositions
of series compositions together with their 3-connected components. A 3-connected component in a
network is a chordal triangulation rooted at an edge, in which the side of every triangle save the root
edge of the triangulation is replaced by a network, corresponding to the term T (xE(x, y)3)/E(x, y).
Furthermore, at most two networks can be composed in series, as otherwise there would be an induced
cycle of length at least four. Thus, a series composition can be encoded as a triangle rooted at an edge,
in which each non-root edge is replaced by a network, corresponding to the term xE(x, y)2.

If B(x, y) is the generating function of 2-connected chordal planar graphs, including the single edge,
then as usual we have

E(x, y) = 2y
x2By(x, y), and thus B(x, y) = x2

2

∫
E(x, y)
y

dy. (4)

In order to compute this integral we use the so-called dissymmetry theorem for enumerating classes
of graphs encoded by trees as presented in [2]. A class of graphs A is said to be tree-decomposable if
for each graph γ ∈ A we can associate in a unique way a tree τ(γ) whose nodes are distinguishable
(for instance, by using the labels). Let A• denote the class of graphs in A where a node of τ(γ) is
distinguished. Similarly, A•−• is the class of graphs in A where an edge of τ(γ) is distinguished, and
A•→• those where an edge τ(γ) is distinguished and given a direction. The dissymmetry theorem allows
us to express the class of unrooted graphs in A in terms of the rooted classes.
Lemma 5. Let A be a tree-decomposable class. Then

A + A•→• ≃ A• + A•−•,
where ≃ is a bijection preserving the number of nodes.
If follows that we can write the series A(z) of A in terms of the series of the other classes. If the
encoding trees have no adjacent nodes of the same type (as in our applications) then A•→• is twice
A•−• and we have A(z) = A•(z) − A•−•(z).

We encode a 2-connected chordal graph with a canonical tree, whose nodes are of the following types:
e (edge), s (series), and t (triangulation). An example of the decomposition of a 2-connected chordal
planar graph and its associated tree is illustrated by Figure 1. Notice that the edges in the tree can
only be of type e − s or e − t. We denote by Re(x), Rs(x), Rt(x), Re−s(x), Re−t(x) the generating
functions encoding trees rooted at the corresponding specific type of node or edge. By symmetry
we have Re−s(x) = Re→s(x) = Rs→e(x), and the same goes for Re−t(x). Encoding those generating
functions in term of networks yields

Rs(x) = x3E3

6 , Re(x) = x2

2

(
E − xE2 − T (xE3)

E

)
, Rt(x) = U(xE3)

E6 ,

Re−s(x) = x3

2 E
2 (E − 1) , Re−t(x) = x2

2
T (xE3)(E − 1)

E
.

Thus, from Lemma 5 we have B(x) = B(x, 1) = Rs(x) +Re(x) +Rt(x) −Re−s(x) −Re−t(x), and B(x)
can be written in terms of E = E(x, 1) and S(xE3) only by setting z = xE3 in Equation (2) and in the
relation T (z) = zS(z)/2, as follows.
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Figure 1: Left is an example of a 2-connected chordal planar graph. Middle is its decomposition into
series and 3-connected components. Right is the tree associated with the decomposition.

Lemma 6. Set y = 1, and let E = E(x) = E(x, 1). Then

B(x) = x2

2

(
E − xE3

12

(
S
(
xE3

)2
+ 5S

(
xE3

)
+ 8

))
. (5)

2.3 Connected and arbitary graphs

Since chordality is preserved under the decomposition into blocks, the generating function C•(x, y) of
vertex rooted chordal connected graphs is given by (see [9])

C•(x, y) = xeB′(C•(x,y),y). (6)

Finally, the generating function of all chordal planar graphs is G(x, y) = eC(x,y).

3 Proof of Theorem 1

2-connected graphs. Using T (z) = zS(z)/2 with z = x(1 + F )3 and setting y = 1, F = F (x) =
E(x) − 1 and S = S(x(1 + F )3), we transform Equations (1) and (3) into a system amenable to the
so-called Drmota-Lalley-Wood’s theorem [3, Theorem 2.33] (with u = 1), as follows:

F = exp
(
x(1 + F )2 + x(1 + F )2S

2

)
− 1,

S = x(1 + F )3(1 + S)3.

(7)

Let Φ(x, S, F ) and Ψ(x, S, F ) be the right-hand side of the first and second equation in (7), respectively.
Those functions are entire and define a system with a strongly connected dependency graph between
variables S and F . Furthermore, both have non-negative coefficients and vanish at x = 0, while
they satisfy Φ(x, 0, 0) ̸= 0 and Ψ(x, 0, 0) ̸= 0, but also Φx(x, S, F ) ̸= 0 (where Φx = ∂Φ/∂x) and
Ψx(x, S, F ) ̸= 0. Finally, System (7) extended by its Jacobian admits a solution that is non-zero. It is
given by the following approximations:

ρb ≈ 0.092859, E0 = E(ρb) = 1 + F (ρb) ≈ 1.16454, S0 = S(ρbE
3
0) ≈ 0.41919. (8)

Thus the hypotheses of [3, Theorem 2.33] are verified. This implies in particular that ρb is the unique
dominant singularity of the function E(x), i.e. on the boundary of the disk of convergence, and that
E(x) admits the following analytic continuation to a ∆-domain D at x = ρb (see [6] for a precise
definition):

E(x) = E0 − E1

√
1 − x

ρb
+O

(
1 − x

ρb

)
for x ∼ ρb and x ∈ D, (9)
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where E1 > 0 is computed next. Since S is itself a function of x and F , (7) can be re-written as
F = Θ(x, F ), where Θ is analytic at (ρb, F0) with F0 = F (ρb). One checks that Θx(ρb, F0) ̸= 0,
ΘF (ρb, F0) = 0 and ΘF F (ρb, F0) ̸= 0. And we can apply [6, Lemma VII.3] (see also [3, Remark 2.20]) to
obtain

E1 = F1 =
√

2ρbΘx(ρb, F0)
ΘF F (ρb, F0) ≈ 0.092354. (10)

Furthermore, [3, Theorem 2.33] implies a similar result for S = S(x(1 + F )3). Note also that ρbE
3
0 =

0.14665 < 4/27, where 4/27 is the dominant singularity of S(z). This implies that the composition
scheme S(xE(x)3) is subcritical.

With those results at hand, we can finally consider the generating function B(x). Given the
expression (5) and the fact that the scheme is subcritical, the dominant singularity of B(x) is the same
as that of E(x) and it is furthermore unique. We show next that B(x) admits a singular expansion at
z = ρb similar to E(x). First we extend the system (7) so that it includes the variable y:

F = y exp
(
x(1 + F )2 + x(1 + F )2S

2

)
− 1,

S = x(1 + F )3(1 + S)3,

(11)

where now F = F (x, y). By [3, Theorem 2.33] (setting u = y) there exist three functions ρb(y), f0(y) and
f1(y) analytic in a neighbourhood W of 1 such that for y ∈ W and x ∼ ρb(y) with |arg(x− ρb(y))| ≠ 0
the following singular expansion holds

E(x, y) = 1 + F (x, y) = 1 + f0(y) − f1(y)
√

1 − x

ρb(y) +O

(
1 − x

ρb(y)

)
, (12)

where ρb(1) = ρb, 1 + f0(1) = E0 and f1(1) = E1. From there, applying [3, Theorem 2.30] to (4) and
setting y = 1, we obtain that B(x) = B(x, 1) admits an analytic continuation of the form

B(x) = B0 −B2

(
1 − x

ρb

)
+B3

(
1 − x

ρb

)3/2
+O

((
1 − x

ρb

)2
)

for x ∼ ρb and x ∈ D.

The above coefficients can be computed by substituting into (5) the expansions of E(x) and S(xE(x)3)
when x = ρb(1 − X2), with X =

√
1 − x/ρb. This gives B0 ≈ 0.0044796, B2 ≈ 0.0085328 and

B3 ≈ 0.00038321. The estimate on bn follows from the transfer theorem (see [6]), with b = 3B3/(4
√
π) ≈

0.00016215.

Connected and arbitrary graphs. The composition scheme (6) is subcritical because B′′(ρb) → ∞.
This means in particular that the singularities of C•(x) come from a branch point and not from those
of B(x). They must hence be solution of the following system:

ρ = τe−B′(τ) and τB′′(τ) = 1, with τ = C•(ρ) < ρb.

To find such a solution, one must first compute E′(x) and E′′(x) and then B′′(x). This is a routine but
lengthy computation, best solved numerically4 together with equations (3) and (4), and which gives the
following approximate solutions:

τ ≈ 0.092859 and E(τ, 1) ≈ 1.1644565. (13)

Then by inversion the singularity is given by

ρ = τe−B′(τ) ≈ 0.084088.
4We used Maple 2021 for those computations.
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A similar argument as for 2-connected graphs shows that C•(x) can be extended analytically to
a ∆-domain D′ at x = ρ. As C(x) is simply the integral of C•(x)/x, it admits the same analytic
continuation in D′ (see [9, Proposition 3.10.(1)]), that is:

C(x) = C0 − C2

(
1 − x

ρ

)
+ C3

(
1 − x

ρ

)3/2
+O

((
1 − x

ρ

)2
)

for x ∼ ρ and x ∈ D′.

Furthermore we have C0 ≈ 0.00037470, C2 = τ and C3 ≈ 0.00027194. The claimed asymptotic estimate
then follows by the transfer theorem.

The same applies to the generating function G(x) counting all chordal planar graphs, and we have
G(x) = eC0(1 − C2(1 − x/ρ) + C3(1 − x/ρ)3/2 +O((1 − x/ρ)2)), with G3 = C3eC0 ≈ 0.00027205.
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Characterizing the extremal families in Erdős–Ko–Rado theorems
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Abstract

A family F ⊆ ([n]
k

)
of k-sets of an n-element set [n] = {1, 2, · · · , n} is t-intersecting if

|x ∩ y| ≥ t for all x, y ∈ F . In 1961, Erdős, Ko, and Rado showed for all t ≤ k < n/2 that
the largest t-intersecting families have size no greater than

(n−t
k−t

)
, and moreover, that the

extremal families are precisely the canonically t-intersecting families FT , i.e., the families
obtained by taking all k-sets containing a given t-set T ⊆ [n]. This seminal result has
since been generalized to a variety of other combinatorial domains collectively known as
Erdős–Ko–Rado combinatorics. In this area, spectral techniques have been quite effective
for bounding the sizes of t-intersecting families of various combinatorial objects, but general
methods for characterizing the extremal t-intersecting families for all n, t remain elusive.

We present new spectral techniques for characterizing the extremal t-intersecting families
of various combinatorial domains for small t. We use these techniques to prove a couple
of Erdős–Ko–Rado conjectures on the characterization of extremal 2-intersecting families,
namely, for 2-intersecting families of permutations Sn, 2-intersecting families of perfect
matchings of K2n, and so-called partially 2-intersecting families of perfect matchings of the
complete k-uniform hypergraph Kk

kn on kn vertices for k fixed and n sufficiently large.

1 Introduction

Let
([n]

k

)
be the collection of k-sets of an n-element set [n] := {1, 2, · · · , n}. A family F ⊆ ([n]

k

)
is

t-intersecting if |S ∩ T | ≥ t for all S, T ∈ F . We say that a family F is canonically t-intersecting if
there exists a t-set T ⊆ [n] such that F = FT := {S ∈ ([n]

k

)
: T ⊆ S}. In [5], Erdős, Ko, and Rado

characterized the largest t-intersecting families for sufficiently large n.

Theorem 1 (Erdős–Ko–Rado ’61). For all n ≥ t+ (k − t)
(k

t

)3, if F ⊆ ([n]
k

)
is t-intersecting, then

|F| ≤
(
n− t

k − t

)
.

Moreover, equality holds if and only if F is a canonically t-intersecting family.
1Email: giladchase@cs.technion.ac.il.
2Email: netad@cs.technion.ac.il.
3Email: yuvalfi@cs.technion.ac.il. Research of Y. F. supported by the European Union’s Horizon 2020 research and

innovation programme under grant agreement No 802020-ERC-HARMONIC.
4Email: nathan.lindzey@colorado.edu.
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The dependency on n was subsequently improved by Wilson to hold for all n ≥ (t + 1)(k − t − 1),
which is best possible. Many different proofs of the Erdős–Ko–Rado theorem have since appeared and
it has been extended to a variety of combinatorial domains. These results are collectively known as
Erdős-Ko-Rado (EKR) combinatorics. Algebraic/spectral techniques have played a distinguished role in
EKR combinatorics, so much so that a textbook has been written on the subject [8]. We overview the
modus operandi of such proofs.

1.1 Spectral Methods

Typically one starts by constructing a graph Γ = (X , E) on a domain of objects X defined such that
xy ∈ E if x and y do not t-intersect (for some suitably defined notion of intersection). Recall that a set
S ⊆ X is independent if xy /∈ E for all x, y ∈ S. By design, the independent sets of Γ are t-intersecting
families; therefore, to deduce an EKR result for t-intersecting families of X , it suffices to characterize the
maximum independent sets of Γ. At first it is not clear how useful this graphical reformulation is until
one considers the Delsarte–Hoffman ratio bound, stated below. Recall that a pseudo-adjacency matrix A
of a regular graph G = (V,E) is a |V | × |V | matrix with constant row sum such that ij /∈ E ⇒ Aij = 0.

Theorem 2 (Ratio Bound). Let A be a pseudo-adjacency matrix of a regular graph G = (V,E) with
eigenvalues λmax ≥ · · · ≥ λmin. If S ⊆ V is independent, then

|S| ≤ |V | −λmin
λmax − λmin

.

If equality holds, then the characteristic vector 1S ∈ RV of S lies in the span of the greatest and least
eigenspace of A.

Let Σ be the universe of atoms that compose the members of X so that x ⊆ Σ for all x ∈ X . Big
t-intersecting families FT ⊆ X can be constructed by taking all x ∈ X that contain some fixed t-set of
atoms T ⊆ Σ so that any two members of the family contain T in their intersection. These are the
so-called canonically t-intersecting families, also known as trivially t-intersecting families or t-stars.
Remarkably, it is often the case that Γ admits a pseudo-adjacency matrix with eigenvalues such that
the ratio bound equals the size of a canonically t-intersecting family, thus proving that the canonically
t-intersecting families are indeed maximum intersecting families.

This is a powerful technique for proving the bound of an EKR result, but often the most difficult step
of these spectral methods is leveraging the spectral consequences of the case of equality in the ratio
bound to characterize the extremal families, i.e., prove that the canonically t-intersecting families are
the only maximum intersecting families (see [8, pg. 22], for example).

1.2 Characterizing Extremal t-intersecting Families

By now there are many different methods for characterizing the extremal 1-intersecting families of
various combinatorial domains (see [8] for an overview of these techniques). In the full version [7],
we give a simple spectral method for characterizing extremal 1-intersecting families. It is based off
the trivial observation that there is always a member of an intersecting family that can be perturbed
to lie outside the family, and that one can often choose this perturbation to be sufficiently local for
combinatorial objects. This general principle underlies recent work on stability versions of asymptotic
EKR theorems (see [4, 2], for example), but here we show that this principle can in fact lead to succinct
proofs of the characterization of the extremal 1-intersecting families in the exact regime, i.e., for all n.
We sketch this technique in Section 4 and use it to prove a conjecture on the characterization of the
largest partially 2-intersecting families of perfect hypermatchings of the complete k-uniform hypergraph
on kn vertices (see Section 4 for definitions and a sketch of the proof).

Theorem 3 (Filmus, Lindzey ’22). [12, Conjecture 6.1] If F ⊆ Mk
kn is a largest partially 2-intersecting

family, then F is a canonically partially 2-intersecting family provided that n is sufficiently large.
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In [7] we also use this method to give simpler and shorter proofs of many well-known EKR theorems.
Unfortunately, the known methods for characterizing extremal 1-intersecting families only generalize

to arbitrary t in just a handful of cases (e.g., subsets, subspaces, cometric association schemes). In
particular, these techniques all seem to fall short for more complicated combinatorial objects such as
permutations and perfect matchings, and many challenging open questions remain in this area.5

We give a new method for characterizing the extremal t-intersecting families of combinatorial domains
for small t that we use to prove the following (see Sections 2 and 3 for definitions).

Theorem 4 (Chase, Dafni, Filmus, Lindzey ’22). Let n ≥ 2. If F ⊆ Sn is a largest 2-intersecting
family, then F is a canonically 2-intersecting family.

Theorem 5 (Chase, Dafni, Filmus, Lindzey ’22). Let n ≥ 2. If F ⊆ M2n is a largest 2-intersecting
family, then F is a canonically 2-intersecting family.

Our method approaches these problems from a theoretical computer science vantage point, namely,
the analysis of Boolean functions [13]. This area has traditionally focused on the hypercube Zn

2 , but
recently this theory has been extended to a broader variety of combinatorial domains that includes
permutations and perfect matchings. Central to this theory is the notion of a complexity measure of a
Boolean function, which roughly speaking measures how “complex” a Boolean function is with respect
to a certain property (e.g., polynomial degree, Fourier-degree complexity, sensitivity, see [13]).

Here, the Boolean functions (0/1-functions) that we consider are the characteristic functions of the
canonically t-intersecting families of permutations and perfect matchings. A recurring phenomenon
in EKR combinatorics is that these functions have Fourier-degree t and that they span the space of
Fourier-degree t functions. A fact established in [1] that underlies our method is that Boolean functions
f of Fourier-degree t must have low certificate complexity, i.e., C(f) = O(poly(t)) (see Section 2.1),
which in some sense measures the Boolean function’s “combinatorial complexity”.6 However, the results
of [1] are not sharp enough to deduce the characterization of the extremal 2-intersecting families of
permutations and perfect matchings for all n. Thus we require a more refined approach that we sketch
in Sections 2 and 3

The remainder of this paper is outlined as follows. In Section 2 we review the EKR theorem
2-intersecting permutations and sketch its proof. A similar proof holds for the EKR theorem for
2-intersecting perfect matchings which we cover in Section 3. Finally, in Section 4 we describe a different
proof technique used to prove the conjecture on partially 2-intersecting families (Theorem 3).

2 2-Intersecting Families of Permutations

Let Sn be the group of all permutations of [n]. Two permutations α, β ∈ Sn are t-intersecting if there
exist t distinct indices i1, . . . , it ∈ [n] such that α(i1) = β(i1), . . . , α(it) = β(it). Ellis, Friedgut and
Pilpel [3] conjectured the following.

Conjecture 6. Let F be a subset of Sn which is t-intersecting. Then

|F| ≤ max
r≤(n−t)/2

|{α ∈ Sn : α(i) = i for at least t+ r many i ∈ [t+ 2r]}| .

Furthermore, if F achieves this bound, then

F = {α ∈ Sn : α(is) = js for at least t+ r many s ∈ [t+ 2r]}

for some r ≤ (n− t)/2 and some distinct i1, . . . , it+2r ∈ [n] and distinct j1, . . . , jt+2r ∈ [n].
5We note that there has been some success characterizing extremal t-intersecting families in the asymptotic regime,

where one allows n to be sufficiently large with respect to t; however, in this work we are interested in the more difficult
task of deriving exact results that hold for all n, t.

6Roughly speaking, this means that 1-valued (or 0-valued) elements of the function f are all combinatorially quite
similar, so we only need to perform a few tests to certify whether an element is 1-valued or not.
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When t ≤ 3, the maximum is always attained at r = 0, in which case the upper bound is (n− t)!, and
the conjectured extremal families are the canonically t-intersecting families:

FI 7→J := {σ ∈ Sn : σ(ik) = jk for all 1 ≤ k ≤ t} I = (i1, · · · , it), J = (j1, · · · , jt) distinct.

Deza and Frankl proved the bound of 6 in the special case t = 1 by noticing that the n cyclic rotations
of any fixed permutation are pairwise non-1-intersecting. Characterizing the extremal families in this
case proved a lot harder, but eventually many proofs were found (see [8]).

The case t > 1 is significantly harder. For every t > 1, Ellis, Friedgut and Pilpel [3] proved that the
upper bound in 6 holds for large enough n, and Ellis [2] proved that the characterization of 6 holds for
large enough n. Recently, Meagher and Razafimahatratra [11], refining the techniques of Ellis, Friedgut
and Pilpel, proved that 2-intersecting families of Sn contain at most (n−2)! permutations, thus verifying
the upper bound part of 6 for t = 2 and all n. Their proof also shows that the extremal 2-intersecting
families have Fourier-degree 2. This implies through known results [3] that extremal 2-intersecting
families have polynomial degree 2, which we refer to henceforth as simply degree (see [1] for a more
detailed discussion of these complexity measures). However, Meagher and Razafimahatratra were unable
to characterize the extremal families, and they conjectured that the canonically 2-intersecting families
are the only extremal families. We prove this conjecture for all n.

Theorem 4 (restated). Let n ≥ 2. If F ⊆ Sn is a largest 2-intersecting family, then F is a
canonically 2-intersecting family.

The main idea in our proof of this result is to work with the certificate complexity of extremal
2-intersecting families, which we formally define in the next section.

2.1 Certificate Complexity and the Proof of Theorem 4

Let f : Sn → {0, 1}, and let α ∈ Sn be such that f(α) = b. A certificate for α is a subset {i1, . . . , im} ⊆ [n]
such that f(β) = b ∈ {0, 1} whenever β(i1) = α(i1), . . . , β(im) = α(im). The idea is that in order to
verify that f(α) = b, it suffices to check the value of α(i1), . . . , α(im). The certificate complexity of α
is the minimum size of a certificate for α. The certificate complexity of f is the maximum, over all
α ∈ Sn, of the certificate complexity of α. We denote the certificate complexity of f by C(f).

We are now ready to sketch the proof of Theorem 4. First, a simple argument, using another
complexity measure called sensitivity (see [1]), shows that if n ≥ 8 and f : Sn → {0, 1} has degree at
most 2 (which is true of any extremal 2-intersecting family), then C(f) ≤ n− 2.

Proposition 7. If n ≥ 8 and f : Sn → {0, 1} has degree at most 2, then C(f) ≤ n− 2.

Our key lemma is a structural result for 2-intersecting families f of degree at most 2 and C(f) ≤ n− 2.

Lemma 8 (Key Lemma). Let F ⊆ Sn be a 2-intersecting family whose characteristic function f has
degree at most 2, and suppose that C(f) ≤ n− 2. Then F is contained in the union of at most T many
canonically C(f)-intersecting families, where T = 2⌊C(f)/2⌋(C(f)−1)!

2⌊C(f)/2⌋ . Moreover, C(f) ≥ 2.

We then use the key lemma to prove that the size of the 2-intersecting family must be bounded away
from (n − 2)! unless C(f) = 2. But if C(f) = 2, then by definition, f is a characteristic function of
a canonically 2-intersecting family, which completes the proof provided that n ≥ 8. Fortunately, the
remaining cases 2 ≤ n ≤ 8 are small enough to be brute-forced to complete the proof for all n ≥ 2.

3 2-Intersecting Families of Perfect Matchings of K2n

Let M2n consist of all perfect matchings of K2n. Two perfect matchings in M2n are t-intersecting if
they have at least t edges in common. The canonically t-intersecting families of M2n are of the form
FT := {m ∈ M2n : T ⊆ m} for any t-set T of disjoint edges of K2n.
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A simple argument shows that a 1-intersecting family of perfect matchings contains at most (2n−3)!! =
(2n− 3)(2n− 5) · · · (1) perfect matchings. More difficult arguments (see [8]) show that this is attained
uniquely by canonically 1-intersecting families. Lindzey [10, 9] extended the arguments of Ellis, Friedgut
and Pilpel [3, 2] to the setting of perfect matchings, proving that for all t, the maximum size t-intersecting
families are the canonically t-intersecting families, for large enough n. Recently, Fallat, Meagher and
Shirazi [6] showed that the maximum size of a 2-intersecting family is at most (2n− 5)!! for all n, but
they were unable to characterize the extremal 2-intersecting families. We prove an analog of Theorem 4
in the setting of perfect matchings.

Theorem 5 (restated). Let n ≥ 2. If F ⊆ M2n is a largest 2-intersecting family, then F is a
canonically 2-intersecting family.

An analogous certificate complexity-based proof works in the case of the perfect matchings, but with
one complication. Our proof of Lemma 8 in the permutation setting depends on the well-known fact
that Boolean degree-1 functions on Sn have certificate complexity 1. This is no longer the case for
Boolean degree-1 functions on M2n (see [1]), but nevertheless we are able to overcome this obstacle
and derive an analogous key lemma.

4 Partially 2-Intersecting Families of Perfect Hypermatchings of Kk
kn

Let Mk
kn be the set of perfect hypermatchings of Kk

kn. Two perfect hypermatchings m,m′ ∈ Mk
kn

are said to partially 2-intersect if there exists a pair of k-edges e ∈ m, e′ ∈ m′ such that |e ∩ e′| ≥ 2.
Meagher et al. [12] show for sufficiently large n that if F ⊆ Mk

kn is a partially 2-intersecting family, then
|F| ≤ (kn−2

k−2
)|Mk

k(n−1)|. The canonically partially 2-intersecting families Fij = {m ∈ Mk
kn : ij ⊆ e ∈ m}

where ij ⊆ [kn] meet this bound with equality. Their proof uses the ratio bound, and since equality
is met, a consequence of their proof is that any extremal partially 2-intersecting family lives in the
direct sum of the greatest eigenspace V0 and least eigenspace V1 of the partial 2-derangement graph
Γ = (Mk

kn, E) defined such that m,m′ are adjacent if there exists no pair of edges e ∈ m, e′ ∈ m′

such that |e ∩ e′| ≥ 2. Meagher et al. conjectured for sufficiently large n that the canonically partially
2-intersecting families are the only extremal partially 2-intersecting families. The main result of this
section is Theorem 3 which proves their conjecture.

Theorem 3. If F ⊆ Mk
kn is a largest partially 2-intersecting family, then F is a canonically partially

2-intersecting family provided that n is sufficiently large.
The proof of this result is a bit more involved than the proofs of the previous results, as the

representation theory of Mk
kn is far from understood, which prohibits us from using the complexity

measure framework of [1] for perfect hypermatchings.7 Instead, we prove Theorem 3 using a simple
spectral approach sketched as follows.

First, we use representation-theoretical techniques to derive closed forms for the orthogonal projector
P onto the direct sum V0 ⊕ V1. In particular, we give a combinatorial expression for the components of
the projection Pf where f is the characteristic function of any family F ⊆ Mk

kn. The combinatorial
expression is linear in the sizes of ij-restrictions F↓ij := {m ∈ F : ij ∈ e for some e ∈ m} for any ij.
Results of [12] show that Pf = f for any extremal partially 2-intersecting family F , which provides us
with a combinatorial expression for the image of f .

Second, we pick two perfect hypermatchings m1 ∈ F and m0 /∈ F so that m1 and m0 share as many
hyperedges as possible. Using our closed combinatorial formula for the projection Pf and the fact that
Pf = f allows us to establish the following relation:

f(m1) − f(m0) =
(

(2n+ k − 3)(kn− 3)
2(k − 1)(n− 1)|Mk

kn|

)
 ∑

ij⊆e∈m1

|F↓ij | −
∑

ij⊆e∈m0

|F↓ij |

 = 1 − 0.

7For experts in representation theory, the set Mk
kn as a homogeneous space under the action of Skn is not a Gelfand

pair and the dimensions of its isotypic components are unknown.
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Since we chose m1 and m0 to be as close as possible, most of the bracketed terms cancel, as they share
many hyperedges. This allows us to show there must be a large ij-restriction, in particular,

|F↓ij | ≥
( (n− 1)

(2n+ k − 3)(kn− 3)

)
|Mk

kn| = Ω
((

kn− 2
k − 2

)
|Mk

k(n−1)|
)
.

Lastly, we use the existence of this large ij-restriction along with some combinatorial and isoperimetric
arguments to show that F must in fact be the canonically partially 2-intersecting family Fij . We note
that the requirement that n be sufficiently large stems from the proof method of [12], and that our
techniques can likely be refined to hold for all n provided that the bound holds for all n.
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Combinatorics and preservation of conically stable polynomials
(Extended abstract)
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The full version of this work will be posted on the arXiv and will be published elsewhere. This research
is supported by DFG grant TH 1333/7-1.

1 Introduction

Multivariate stable polynomials can be seen as a generalization of real-rooted polynomials and they
enjoy striking connections to combinatorics (see, for example, [8]). A groundbreaking result of Choe,
Oxley, Sokal and Wagner states that the support of a multi-affine, homogeneous and stable polynomial
f ∈ R[z] = R[z1, . . . , zn] is the set of bases of a matroid [4]. Brändén [2] proved a generalization for the
support of any stable polynomial f ∈ R[z], showing that it forms a jump system, i.e., it satisfies the
so-called two-step axiom. See Section 2 for formal definitions. Recently, Rincón, Vinzant and Yu gave
an alternative proof of the matroid result, based on a tropical proof of the auxiliary statement that
positive hyperbolicity of a variety is preserved under passing over to the initial form [9].

The proofs of these combinatorial properties strongly rely on preservation properties of stable
polynomials. These preservation properties establish the connection between the combinatorial and the
algebraic viewpoint. For example, taking the partial derivative of a polynomial f shifts the support
vectors of f by a unit vector in a negative coordinate direction (and some support vectors may disappear).
Since stability of a polynomial is preserved under taking partial derivatives, one can use this preserver to
argue about the combinatorics of the support. In the univariate case, these considerations are classical
for deriving log-concavity of sequences with real-rooted generating functions.

Stable polynomials are closely related to hyperbolic polynomials [6]. Moreover, further variants and
generalizations have been developed, including conic stability introduced by Jörgens and the third
author [7], Lorentzian polynomials introduced by Brändén and Huh [3] and positively hyperbolic varieties
introduced by Rincón, Vinzant and Yu [9].

The purpose of the current work is to initiate the study of the generalization of the combinatorics of
stable polynomials towards conically stable polynomials as well as the underlying preservation operators
needed for the proofs. A focus is on the transition from the classical stability (which coincides with
conic stability w.r.t. the non-negative orthant) to conic stability w.r.t. the positive semidefinite cone.

For proofs, we refer to the full version of the work.

2 Preliminaries

Let R+ and R>0 denote the sets of non-negative and of positive real numbers. Further, let H := {z ∈
C : ℑ(z) > 0} be the open upper half-plane of C, where ℑ denotes the imaginary part of a complex
number. For a vector z ∈ Cn, ℑ(z) denotes the vector of the imaginary parts of the components of z.

1Email: codenott@math.uni-frankfurt.de. G. C. was also supported by an Early Career Researcher grant of Goethe
University.

2Email: gardoll@math.uni-frankfurt.de.
3Email: theobald@math.uni-frankfurt.de.
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2.1 Stable polynomials

A polynomial f ∈ C[z] is called stable if for every root z of f there exists some j ∈ [n] with ℑ(zj) ≤ 0.
Hence, a univariate real polynomial f is stable if and only if it is real-rooted, because the non-real roots
of univariate real polynomials occur in conjugate pairs. The following operations preserve stability of a
polynomial f ∈ C[z], where the second property can be derived from the Gauß-Lucas Theorem.

1. Inversion: zdeg1(f)
1 · f(−z−1

1 , z2, . . . , zn) is stable, where degi is the degree in the variable zi.

2. Differentiation: ∂jf(z) is stable for every j ∈ [n].

The stability preservation under inversion is a key ingredient in the jump system result of Theorem 2.
A prominent linear stability preserver is the Lieb-Sokal Lemma (see, e.g., [10]). It is an essential
ingredient in Borcea and Brändén’s full characterization of linear operators preserving stability.

Proposition 1 (Lieb-Sokal Lemma). Let g(z) + yf(z) ∈ C[z, y] be stable and assume degi(f) ≤ 1 for
some i ∈ [n]. Then g(z) − ∂if(z) ∈ C[z] is stable or identically zero.

The initial form inw(f) of a polynomial f(x) = ∑
α∈S cαx

α w.r.t. a functional w ∈ (Rn)∗ is defined
as inw(f) = ∑

α∈Sw
cαx

α, where Sw := {α ∈ S : ⟨w,α⟩ = maxβ∈S⟨w, β⟩}. That is, we restrict the
polynomial f to those monomials whose exponents lie on the face of the Newton polytope of f where
the functional w is maximized. Using methods from tropical geometry, Rincón, Vinzant and Yu [9]
showed that for polynomials with real coefficients, stability is preserved under taking initial forms.

2.2 Combinatorics of stable polynomials

For α, β ∈ Zn, the steps between α and β are defined as the set

St(α, β) := {σ ∈ Zn : |σ| = 1, |α+ σ − β| = |α− β| − 1} ,

where |σ| := ∑n
i=1 σi. A collection of points F ⊆ Zn is called a jump system if for every α, β ∈ F and

σ ∈ St(α, β) with α+ σ /∈ F there is some τ ∈ St(α+ σ, β) such that α+ σ + τ ∈ F . In words, if after
one step from α towards β we have left the set F , then there must be a second step that takes us
back into F . This property is also known as the two-step axiom. The following theorem reveals the
connection between stable polynomials and jump systems.

Theorem 2 (Brändén [2]). If f ∈ C[z] is stable, then the support supp(f) is a jump system.

For the special case of binomials, the following more detailed classification is known.

Theorem 3 (Rincón, Vinzant, Yu [9]). Let f = cαzα + cβzβ with cα, cβ ≠ 0 and α, β ∈ Zn
+ be stable

and let zα and zβ do not have a common factor. Then one of the following holds.

1. {α, β} = {0, ei} for some i ∈ [n], where ei denotes the i-th unit vector in Rn.

2. {α, β} = {ei, ej} for some i, j ∈ [n] and cα
cβ

∈ R+, or

3. {α, β} = {0, ei + ej} for some i, j ∈ [n] and cα
cβ

∈ R−.

2.3 Conic stability

The following notion of conic stability generalizes stability to more general cones. Let K be a closed,
convex cone in Rn and denote by relintK its relative interior. A polynomial f ∈ C[z] is called K-stable,
if f(z) ̸= 0 whenever ℑ(z) ∈ relintK. Observe that by choosing the cone K = Rn

+, we recover the
usual notion of stability. In the case of a homogeneous polynomial, K-stability of f is equivalent to
the containment of relintK in a hyperbolicity cone of f . Conic stability can be characterized through
stability of univariate polynomials.
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Proposition 4 ([7]). A polynomial f ∈ C[z] \ {0} is K-stable if and only if for all x,y ∈ Rn with
y ∈ relintK, the univariate polynomial t 7→ f(x + ty) is stable or identically zero.

For simplicial cones K = pos{v(1), . . . ,v(n)} with linearly independent vectors v(1), . . . ,v(n), the
notion of K-stability just differs from usual stability by a variable transformation.

2.4 Positive semidefinite stability

Stability with respect to the positive semidefinite cone on the space of symmetric matrices is denoted
as psd-stability (in the homogeneous case such polynomials are also known as Dirichlet-G̊arding
polynomials). Prominent subclasses of psd-stable polynomials arise from determinantal representations
[5]. Blekherman, Kummer, Sanyal et al. [1] have constructed a family of psd-stable lpm-polynomials
(linear principle minor polynomials) from homogeneous multiaffine stable polynomials.

Formally, denote by SC
n the vector space of complex symmetric matrices and by Sn the space of real

ones. The cones of real positive semidefinite and positive definite matrices are denoted by S+
n and S++

n .
Let C[Z] denote the ring of polynomials on the symmetric matrix variables Z = (zij). Psd-stability is
defined as S+

n -stability for polynomials over the vector space SC
n .

Monomials in C[Z] can be written as Zα = ∏
1≤i,j≤n z

αij

ij with some non-negative symmetric matrix
α whose diagonal entries are integers and whose off-diagonal entries are half-integers. The support
supp(f) of such a polynomial is then the collection of symmetric exponent matrices of the monomials
occurring in the polynomial. The variables zii are called diagonal variables, while the variables zij with
i ̸= j are the off-diagonal variables. We say that a monomial with exponent matrix α is a diagonal
monomial if αij = 0 for all i ̸= j ∈ [n], and we say that it is an off-diagonal monomial if αii = 0 for all
i ∈ [n]. By convention, we say that a constant is a diagonal monomial, but not an off-diagonal one.

Example 5. Let f(Z) = det(Z) in the polynomial ring C[Z] over the vector space SC
2 . Then

f(Z) = z11z22 − z2
12, or equivalently f(Z) = Z

(
1 0
0 1

)

− Z

(
0 1
1 0

)

.

The monomial z11z22 is a diagonal monomial while the other is an an off-diagonal monomial.

A prime example of psd-stable polynomials are determinants. We recall the short proof.

Lemma 6. f(Z) = det(Z) is psd-stable.

Proof. Suppose that f is not psd-stable, that is, there exist real symmetric matrices A and B with B
positive definite, such that f(A+ iB) = 0. Then B is invertible and 0 = f(A+ iB) = det(A+ iB) =
det(B) det(B− 1

2AB−
1
2 + iIn). Hence, −i is a root of the characteristic polynomial of, and thus an

eigenvalue of, B− 1
2AB−

1
2 : a contradiction, since a symmetric real matrix has only real eigenvalues.

Contrary to the usual stability notion, monomials are not necessarily psd-stable. In fact, every
monomial with an off-diagonal variable as a factor, is not psd-stable since it evaluates to zero for
Z = i · In.

Psd-stability can be viewed as stability with respect to the Siegel upper half-space HS = {A ∈
Cn×n symmetric : ℑ(A) is positive definite}. The Siegel upper half-space occurs in algebraic geometry
and number theory as the domain of modular forms.

3 Preservers for conic stability

We generalize several preserving operators for usual stability to the conic stability w.r.t. some closed,
convex cone K. We focus here on the preservation of stability under taking directional derivatives and
a conic version of the Lieb-Sokal Lemma. Specific preservers for psd-stability will be studied in the
next section. For a vector v ∈ Rn \ {0}, denote by ∂v the directional derivative in direction v.
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Lemma 7. Let f ∈ C[z] be K-stable. For v ∈ K, the polynomial ∂vf is K-stable or identically zero.

In the homogeneous case, this statement follows from the concept of a Renegar derivative for hyperbolic
polynomials. In the usual Lieb-Sokal Lemma 1, we take a partial derivative of a polynomial which has
degree at most 1 in the corresponding variable. To formulate a generalized result for arbitrary cones,
we need a generalized notion of degree. For v ∈ Rn, we call ρv(f) the degree of f in direction v, defined
as the degree of the univariate polynomial f(w + tv) ∈ C[t] for generic w ∈ Cn. The degree in the
direction of a unit vector e(j) coincides with the univariate degree with respect to the variable j. We
can state the formulation of the conic Lieb-Sokal stability preservation.

Theorem 8 (Conic Lieb-Sokal stability preservation). Let K ′ be given by K ′ = K×R+ and g(z)+yf(z) ∈
C[z, y] be K ′-stable and such that ρv(f) ≤ 1 for some v ∈ K. Then g− ∂vf is K-stable or g− ∂vf ≡ 0.

4 Preservers for psd-stability

If f ∈ C[Z] is psd-stable, then, as a consequence of the preserver for conic stability, the differentiation
∂V f(Z) is psd-stable or zero for V ∈ S+

n . The diagonalization operation, which sets all off-diagonal
variables of a psd-stable polynomial to zero, preserves psd-stability as well and connects to the usual
stability notion. As the main result on preservers for psd-stability, we can show the preservation under
a natural generalization inversion operator.

Theorem 9 (Psd-stability preservation under inversion). If f(Z) ∈ C[Z] is psd-stable, then the
polynomial det(Z)deg(f) · f(−Z−1) is psd-stable.

Here, the factor det(Z)deg(f) serves to ensure that the product is a polynomial again. The proof
generalizes the proof of preservation of usual stability under inversion, by using in addition various
spectral properties of the relevant matrices. We also state a slightly more general version which resembles
the existing formulation of the scalar version in Section 2.1.

Corollary 10. If Z is a symmetric block diagonal matrix with blocks Z1, . . . , Zk and f(Z) = f(Z1, . . . ,
Zk) is psd-stable, then det(Z1)degZ1 f · f(−Z−1

1 , Z2, . . . , Zk) is a psd-stable polynomial. Here, degZ1 f
denotes the total degree of f with respect to the variables from the block Z1.

We close the section by providing a counterexample which shows that the stability preservation under
taking the initial form does not generalize to the case of psd-stability.

Example 11. The polynomial f ∈ C[Z] given by f(Z) = detZ = z11z22z33 − z11z2
23 − z22z2

13 − z33z2
12 +

2z12z13z23 is a psd-stable polynomial. However, taking the initial form inw(f) for w = 1
4




4 1 6
1 4 6
6 6 0




yields inw(f) = −z11z2
23 − z22z2

13 + 2z12z13z23, which vanishes at Z = iI3. Since the imaginary part of
iI3 is a positive definite matrix, inw(f) is not psd-stable.

5 Combinatorics of psd-stable polynomials

We study combinatorial properties of the support of psd-stable polynomials, inspired by the results on
the support of stable polynomials. We prove a necessary condition on the support of any psd-stable
polynomial in C[Z] and characterize the support of special families of psd-stable polynomials. In
particular, we give a necessary criterion for psd-stability of a class of polynomials with arbitrary degree,
characterize psd-stability of binomials and give a class of polynomials of determinants, which satisfies a
generalized jump system criterion with regard to psd-stability.
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Theorem 12. If an off-diagonal variable zij (where i < j) occurs in a psd-stable polynomial f ∈ C[Z],
then the corresponding diagonal variables zii and zjj must also occur in f .

This mimics the basic fact about positive semidefinite matrices that if an off-diagonal entry is non-zero,
the corresponding diagonal entries must also be non-zero. For binomials we may extend Theorem 12 as
follows.

Lemma 13. Let f(Z) = cαZ
α + cβZ

β be a psd-stable binomial. If the two monomials Zα and Zβ do
not have a common factor, then either both consist only of diagonal variables, or one only of diagonal
and the other only of off-diagonal variables.

5.1 Binomials and non-mixed polynomials

We give characterizations of the support and, as a consequence, of the structure of psd-stable binomials.
We will state some of the results for the more general family of non-mixed polynomials. A polynomial
f ∈ C[Z] is called non-mixed if every monomial that occurs in f either consists only of diagonal
variables or only of off-diagonal variables. We always write such a non-mixed polynomial as f =∑

α∈A cαZ
α +∑

β∈B cβZ
β , where A refers to the exponents of diagonal monomials and B refers to the

exponents of off-diagonal monomials. It is useful to consider this larger family because it is closed under
taking directional derivatives while binomials are not. The first criterion on the combinatorics of the
support is that homogeneous non-mixed polynomials of high degree cannot be psd-stable.

Theorem 14. Let f(Z) = ∑
α∈A cαZ

α +∑β∈B cβZ
β be a homogeneous non-mixed polynomial of degree

d ≥ 3 and assume B ̸= ∅. Then f is not psd-stable.

The second main theorem gives a complete characterization of the support of psd-stable binomials,
analogous to the classification of stable binomials from Theorem 3.

Theorem 15. Every psd-stable binomial is of one of the following forms.

1. Only diagonal variables appear in f and f satisfies the conditions of Theorem 3: f(Z) = Zγ(c1Zα1 +
c2Zα2) with |α1 − α2| ≤ 2 and at least one of α1, α2 is non-zero,

2. f(Z) = Zγ(c1ziizjj + c2z2
ij) with i < j,

where c1, c2 ̸= 0 and Zγ is a diagonal monomial.

5.2 Polynomials of determinants

We show that the following class of polynomials of determinants satisfies a generalized jump system
criterion with regard to psd-stability. Suppose that the symmetric matrix of variables Z is a diagonal
block matrix with blocks Z1, . . . , Zk. A polynomial of determinants is a polynomial in Z of the form
f(Z) = ∑

α cα det(Z)α, where we define det(Z)α = det(Z1)α1 · · · det(Zk)αk .
We say a polynomial of determinants f(Z) = ∑

α det(Z)α is in its standard form if the largest possible
determinantal monomial is factored out, i.e., f(Z) = det(Z)γ ∑

β cβ det(Z)β = det(Z)γ f̃(Z), and all
cβ ̸= 0. Let f(Z1, . . . , Zk) = ∑

α cα det(Z)α be a polynomial of determinants. Then the determinantal
support is defined as suppdet(f) = {α ∈ Zk : cα ≠ 0}. Note that the determinantal support specializes to
the usual support when Z is a diagonal matrix, that is, all Zi are 1 × 1 matrices of a single variable. As
a corollary of Theorem 2, we obtain the following analogue for the determinantal support of psd-stable
polynomials of determinants.

Corollary 16. Let f(Z1, . . . , Zk) = ∑
γ cγ det(Z)γ be psd-stable. Then the determinantal support of f

forms a jump system.

The next theorem shows that psd-stable polynomials of determinants have a very special structure.
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Theorem 17. Let f(Z) = det(Z)γ ∑
β∈B cβ det(Z)β = det(Z)γ f̃(Z) be a psd-stable polynomial of

determinants in standard form. Then any block Zi appearing in f̃ (that is, any Zi such that there is
β ∈ B with βi > 0) has size ki ≤ 2.

5.3 Outlook on the support of general psd-stable polynomials

By Theorem 2, the support of a stable polynomial defines a jump system. Hence, there cannot be
large gaps in the support, that is, if two vectors are in the support and are far apart, there is some
other vector of the support between them. The families studied in Section 5 suggest that a similar
phenomenon happens for psd-stability: when there are too-large gaps in the support, the polynomial
cannot be psd-stable.

In order to quantify what a large gap should be, we make two observations. First we note that
restricting a psd-stable polynomial in the symmetric matrix variables Z to its diagonal yields a stable
polynomial, thus between two monomials involving only diagonal variables the two-step axiom holds. A
weaker statement is that between any two such monomials there is a sequence of linear and double steps
which does not leave the support of the polynomial, where we define a linear step from a monomial to
be multiplying the monomial by z±1

ij , a double step multiplying by z±1
ij z

±1
kl .

Recall from Lemma 6 that a prominent example of psd-stable polynomials is the symmetric determinant
det(Z). Its support has a special structure: it contains all monomials that can be obtained from
z11, . . . , znn by transpositions of indices, that is, by successively multiplying the monomial by zijzklz

−1
ik z

−1
jl

for some indices i, j, k, l ∈ [n]. We call such a move on monomials a transposition step.

Lemma 18. Any two monomials in the support of the symmetric determinant det(Z) are linked by a
sequence of transposition steps decreasing the distance between the monomials which never leave the
support.

We conjecture that a property inspired by the structure of the determinant and that of stable
polynomials holds for all psd-stable polynomials.

Conjecture 19. For any monomial Zβ appearing in a psd-stable polynomial, there is a diagonal
monomial Zα appearing in f which can be reached by a sequence of linear, double and transposition
steps which decrease the distance from β to α and which never leave the support of f .
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Generalised flatness constants: a framework applied in dimension 2
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elsewhere.

1 Introduction

Let Rd be the Euclidean space equipped with the Euclidean norm | · |. The space of convex bodies, i.e.,
non-empty compact convex sets, in Rd is denoted by Kd. Examples of convex bodies are polytopes,
convex hulls of finitely many points in Rd. A polytope P ⊂ Rd is a lattice polytope if it is the convex
hull of finitely many points in the integer lattice Zd.

We study the lattice width of convex bodies motivated by questions on lattice polytopes and symplectic
manifolds. For a convex body K ⊂ Rd and a linear form u ∈ (Zd)∗, the width of K along u is

widthu(K) = sup
x,y∈K

|u(x) − u(y)|.

The lattice width of K (or simply width of K), width(K), is the minimum of its widths widthu(K) along
all u ∈ (Zd)∗ \ {0}. Khinchin’s celebrated flatness theorem [12] guarantees that for every dimension d
there exists a constant which bounds the width of convex bodies whose interiors are disjoint from the
integer lattice Zd. This gives rise to the classical flatness constant

Fltd = sup
{

width(K) : K ∈ Kd, int(K) ∩ Zd = ∅
}

.

It is conjectured that Fltd is roughly proportional to d. To the authors’ knowledge, the best known
upper bound at the time of writing is Fltd ≤ O(d4/3 loga d), where a is a constant [4]. Explicit values
for Fltd for low dimensions are scarce: clearly, Flt1 = 1, and Hurkens has shown that Flt2 = 1 + 2√

3 [10].
However, already Flt3 is not known: in [6, 2] the bounds 2 +

√
2 ≤ Flt3 ≤ 3.972 are shown and it is

conjectured that Flt3 = 2 +
√

2.
In [3], Averkov, Hofscheier, and Nill introduced generalised flatness constants that provide a unifying

approach to several questions on lattice polytopes and symplectic manifolds. Generalised flatness
constants FltA

d (X) depend on the choice of a ring A ∈ {Z,R}, and the choice of a fixed bounded subset
X ⊂ Rd and its A-unimodular copies. An A-unimodular transformation T : Rd → Rd maps an x ∈ Rd

to Mx+ b, for some M ∈ GLd(Z) and b ∈ Ad. We say Y ⊂ Rd is an A-unimodular copy of X ⊂ Rd if
Y = T (X) for some A-unimodular transformation T : Rd → Rd. Then FltA

d (X) is the supremum over
the widths of convex bodies in Rd whose relative interior does not contain an A-unimodular copy of X,
which we call A-X-free convex sets:

FltA
d (X) := sup

{
width(K) : K ∈ Kd, relint(K) contains no A-unimodular copy of X

}
.

1Email: codenotti@math.uni-frankfurt.de
2Email: pmyth1@nottingham.ac.uk
3Email: johannes.hofscheier@nottingham.ac.uk. Research of J. H. supported by a Nottingham Research Fellowship

from the University of Nottingham
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By [3, Theorem 2.1], FltA
d (X) is a well-defined real number. By taking A = Z and X a lattice point,

the usual flatness constant is recovered, i.e., FltZd ({0}) = Fltd, justifying the definition of generalised
flatness constants. Our first key result in the study of these constants is the following.

Theorem 1. If X ⊂ Rd is a full-dimensional polytope, then every inclusion-maximal A-X-free convex
body K ⊂ Rd is a polytope.

Another main result of this work is the computation of generalised flatness constants in dimension 2
when X is the standard simplex ∆2 = conv(0, e1, e2), where e1, e2 denotes the standard basis of Z2.

Theorem 2. We have FltR2 (∆2) = 2 and FltZ2 (∆2) = 10
3 .

In particular, a convex body whose width is at least 10
3 is spanning, i.e., the lattice points contained

in the convex body affinely generate the ambient lattice. Spanning lattice polytopes turn out to have
strong Ehrhart theoretical properties equivalent to ones of IDP polytopes, a much stronger combinatorial
assumption on the polytope (see [9]). The search for an effective and sufficient spanning test for lattice
polytopes was one of the main motivations for the introduction of generalised Z-flatness constants.

The R-flatness constants are related instead to the computation of the Gromov width of symplectic
manifolds. The Gromov width of a 2d-dimensional symplectic manifold (M,ω) (denoted by cG(M)) is
the supremum over capacities πr2 of balls with radius r that can be symplectically embedded in M
(see [8]). We are interested in the case when M is a symplectic toric manifold with moment polytope ∆.
The explicit computation of Gromov width is still wide open and for symplectic toric manifolds it is
not known how to read off the Gromov width from the moment polytope. An important result in [11,
Corollary 11.4] can be restated in terms of generalised flatness constants as follows: the Gromov width
of a symplectic toric manifold with moment polytope P ⊂ Rd is at least width(P ) · FltRd (∆d)−1. Here
∆d ⊂ Rd denotes the d-dimensional standard simplex. Combining this with Theorem 2 implies a lower
bound on the Gromov width of 4-dimensional symplectic toric manifolds.

Theorem 3. Let (M,ω) be a 4-dimensional symplectic toric manifold with moment polygon ∆. Then
the Gromov width cG(M) of M accepts the following upper and lower bound:

width(∆)
2 ≤ cG(M) ≤ width(∆).

For the lower bound, see also [1], Theorem 5.2. The upper bound is due to [5].

2 A general strategy to compute generalised flatness constants

In this section, we prove foundational observations on generalised flatness constants. We hope the
approach introduced here provides an efficient framework for the study of generalised flatness constants
in any dimensions and for various choices of X. At the end we outline a general strategy for the
computation of generalised flatness constants which we follow to determine FltA

2 (∆2) for both A = Z,R.
The following lemma seems to be decisive for the explicit computation of generalised flatness constants

in that it reduces the determination of an upper bound for FltA
d (X) to studying the width of inclusion-

maximal A-X-free closed convex sets.

Lemma 4. Let X ⊂ Rd be a non-empty bounded subset. Then every A-X-free convex body is contained
in an inclusion-maximal A-X-free closed convex set.

By Lemma 4, every A-X-free convex body is contained in an inclusion-maximal closed convex A-X-free
set. Since the width is monotone with respect to inclusion, we have the following.

sup
{

width(K)
∣∣∣∣
K inclusion-maximal
A-X-free convex body

}
≤ FltA

d (X) ≤ sup
{

width(K)
∣∣∣ K inclusion-maximal
A-X-free convex set

}
.



Discrete Math Days, Santander, July 4–6, 2022 99

That is, an upper bound on the width of inclusion-maximal A-X-free closed convex body C ⊂ Rd

(including the unbounded ones) gives an upper bound for FltA
d (X), while the width of any inclusion-

maximal bounded A-X-free convex set yields a lower bound. A strategy to determine the exact value
of generalised flatness constants is to compute these upper and lower bounds and show they agree by
studying the explicit values of the width in the two subcases: 1) C is unbounded; 2) C is a convex body.

The following lemma is another important ingredient in the computation of flatness constants.

Lemma 5. Let K,X ⊂ Rd be d-dimensional convex bodies. If K is inclusion-maximal A-X-free, then
K contains an A-unimodular copy of X.

The proof of Theorem 1 for A = Z is straightforward. We sketch the more involved proof for A = R.
Consider the set of R-unimodular copies S of X which are contained in K. In general, this is an

infinite set. We will identify two polytopes in this set if one is the translation of the other. The resulting
set of equivalence classes will be denoted by TK(X).

Lemma 6. The set TK(X) of R-translation equivalence classes of R-unimodular copies of X contained
in K is finite.

For subsets A,B ⊂ Rd the Minkowski difference A÷B is the set of translation vectors that move B
into A:

A÷B = {x ∈ Rd : B + x ⊂ A} =
⋂

b∈B

(A− b).

Let S ⊂ Rd be a fixed Z-unimodular copy of X. Studying the Minkowski difference K÷S is key to
proving Theorem 1, since they allow to characterise when exactly K is R-X-free:

Lemma 7. An R-translation of a Z-unimodular copy S of X is contained in the interior of K if and
only if dim(K÷S) = d. Thus K is R-X-free if and only if dim(K÷S) < d for all Z-unimodular copies
S of X.

Fix an inclusion-maximal R-X-free convex body K ⊂ Rd. We want to show that K is a polytope. As
a first step, we approximated K by a polytope P ⊂ Rd containing K such that up to real translations
K and P contain the same Z-unimodular copies of X.

Lemma 8. For a d-dimensional convex body K ⊂ Rd, there exists a d-dimensional convex polytope
P ⊂ Rd which contains K such that TK(X) = TP (X).

The polytope P which contains K in Theorem 8 isn’t necessarily R-X-free. To conclude the proof
of Theorem 1 for A = Z we show that it is always possible to intersect P with further half-spaces to
obtain a new polytope which is R-X-free.

3 The Z-flatness constant of ∆2

The following definition is the key to characterising inclusion-maximal Z-∆d-free polytopes.

Definition 9. A facet F of a full-dimensional polytope P ⊂ Rd is said to be Z-∆d-locked if there exists
a Z-unimodular copy T of ∆d contained in P such that T ∩ relint(F ) ̸= ∅ and V (T ) \ relint(F ) ⊂ int(P ),
where V (T ) denotes the set of vertices of T . Notice that T gives rise to lattice points in the relative
interior of F , namely V (T ) ∩ relint(F ). Such lattice points are called locking points.

The definition of locked facet is crafted so that if a point is added beyond any locked facet, the
resulting polytope is no longer a Z-∆d-free polytope. The following shows that this is a characterization.

Proposition 10. Let P ⊂ Rd be a Z-∆d-free polytope. Then P is inclusion-maximal if and only if all
its facets are locked.
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We now focus on dimension d = 2, where our goal is to show the following theorem.

Theorem 11 (Case A = Z of Theorem 2). FltZ2 (∆2) = 10
3 .

By Theorem 4, to prove the theorem it is enough to show that any inclusion-maximal Z-∆2-free
convex set has width at most 10

3 and to provide an example of a Z-∆2-free polygon of that width.
Unbounded full-dimensional inclusion-maximal Z-∆2-free convex sets have width 2. Thus we are left
with determining the maximum width of inclusion-maximal Z-∆2-free convex bodies, which are polygons
by Theorem 1. The rest of the section is devoted to proving that this width is 10

3 .
Theorem 10 guarantees that any inclusion-maximal Z-∆2-free polygon contains at least one interior

lattice point, since otherwise it is impossible for its facets to be locked. We first deal with the case of
exactly one interior lattice point.

Proposition 12. If P ⊂ R2 is a maximal Z-∆2-free polygon with |int(P ) ∩Z2| = 1, then width(P ) ≤ 3.

Now suppose the polygon P contains at least two interior lattice points, which must then necessarily
be collinear.

Theorem 13. If P ⊂ R2 is a Z-∆2-free polygon with |int(P ) ∩ Z2| ≥ 2, then width(P ) ≤ 10
3 . Equality

is only achieved (up to Z-unimodular transformations) by conv
(

1
3e1 + 5

3e2,−4
3e1 − 5

3e2, 2e1
)
, which

contains exactly 2 interior lattice points.

In order to prove Theorem 13, it suffices to study inclusion-maximal Z-∆2-free polygons which have at
least two interior lattice points. We can show that the inclusion-maximal polygon P is either a triangle
or a quadrilateral. We further subdivide the case where P is a quadrilateral into two subcases: one is
when the convex hull P ′ of the four locking points in the interior of each facet of P is unimodularly
equivalent to a rectangle, the other when P ′ is equivalent to a cross-polygon.

We then show by theoretical arguments that the width of all quadrilaterals circumscribed around
a rectangle is at most 3 and that the width of those circumscribed around a cross-polygon is strictly
less than 10

3 . To treat the case of triangles, we find a finite list of possible triples (A,B,C) of locking
points, and to bound the width of polygons whose facets are locked by each fixed triple (A,B,C), we
employ a computer assisted strategy together with an approach that Hurkens has used to compute the
classical flatness constant in 2 dimensions [10]. Let X,Y and Z be the vertices of the triangle P . For
A,B and C fixed, there are formulas for X,Y and Z in terms of real parameters λ, µ, and ν. In fact,
the coordinates of the pairwise differences of the vertices X, Y and Z are rational functions with a
linear numerator and denominator equal to λµν + λ̄µ̄ν̄:




X − Y

Y − Z

Z −X


 = 1

λµν + λ̄µ̄ν̄




−µ λ̄ −1 + λ+ µ

−1 + µ+ ν −ν µ̄

ν̄ −1 + λ+ ν −λ







A

B

C


 . (1)

The slopes of the facets of P are thus rational functions with linear numerator and linear denominator
in terms of the parameters λ, µ, and ν, and are constrained by conditions on the lattice points. We
obtain a polytope Q ⊂ [0, 1]3 of admissible triples (λ, µ, ν). Next, we express the width of P in a chosen
direction in terms of the parameters λ, µ, and ν. Wherever the width in a fixed direction is achieved by
the same two vertices, it is a linear function (in λ, µ, and ν) divided by δ := λµν + λ̄µ̄ν̄. Our strategy
includes choosing directions “ad hoc” such that:

1) The width in one such direction is achieved on the same pair of vertices for all parameters
λ, µ, ν ∈ Q, so that the width of P accepts an upper bound of the form

min{ℓ1(λ, µ, ν), . . . , ℓr(λ, µ, ν)}
δ

where the ℓi’s are linear forms in terms of λ, µ, and ν.



Discrete Math Days, Santander, July 4–6, 2022 101

2) The maximum over Q of this function is at most 10
3 .

The computations are carried out with polymake [7] and Mathematica [13]. The code can be found at
https://github.com/jhofscheier/gen-flat-const-dim2

Where the upper bound of 10
3 is achieved, we determine the respective extremal points (λ, µ, ν) ∈ Q and

show that these correspond to triangles unimodularly equivalent to conv
(

1
3e1 + 5

3e2,−4
3e1 − 5

3e2, 2e1
)

.

conv(0, e1, A,B,C) width width
directions

vertices of maximiser

∗ ∗
≤ 10

3 e∗1, e
∗
2, e
∗
1 − e∗2

1
3

[
−4 1 6
−5 5 0

]

∗ ∗
≤ 2√

7−2 e∗1, e
∗
2, e
∗
1 − e∗2 1

3
√

7

[
−6−3

√
7 8+

√
7 1+2

√
7

−9 −2−
√

7 5+4
√

7

]

∗ ∗
< 10

3 e∗2, e
∗
1 − e∗2

1
3

[
−12 3 3
−5 5 0

]

∗ ∗
< 3 e∗2

1
2

[
−10 2 2
−3 3 0

]

Table 1: Up to symmetry, the possible triples of locking points (A, B, C), shown as the black-dot vertices of the
blue quadrilaterals in the left column. The maximum width and the directions where width is achieved for a triangle
circumscribed to (A, B, C) are listed in the next two columns, and the rightmost column are matrices whose columns are
the vertices of the maximising triangle.

4 R-Generalised Flatness Constant of ∆2

The first goal this section is to prove the following theorem (case A = R of Theorem 2).

Theorem 14 (Case A = R of Theorem 2). FltR2 (∆2) = 2.

The cross-polygon ♢2 := conv(±e1,±e2) is R-∆2-free and has width 2, and hence FltR2 (∆2) ≥ 2. To
prove Theorem 14, we need to bound the R-flatness constant of ∆2 from above by 2. By Lemma 4,
it suffices to bound the width of inclusion-maximal R-∆2-free closed convex sets C by 2. If C is
unbounded, its width is bounded by 1. Hence, it remains to study the width of the bounded C’s which,
by Theorem 1, are polygons. Our strategy is to show that any polygon P ⊂ R2 with width greater than
2 is not R-∆2-free. A key ingredient in the proof is the notion of rational diameter (we use the following
shorthand notation for horizontal line segments S ⊂ Rd: [x, y] := conv(xe1, ye1)):

Definition 15. Let K ⊂ Rd be a convex body. The rational diameter of K is the largest dilation of an
R-unimodular copy of the unit segment [0, 1] which is contained in K, i.e.

l(K) := max{l ∈ R≥0 : lS ⊆ K for some R-unimodular copy S of [0, 1]}.

To prove Theorem 14 we are only interested in polygons of width strictly larger than 2. The following
lemma shows that we then only need to consider polygons with rational diameter l > 1.
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Lemma 16. Let P ⊂ R2 be a polygon with rational diameter l = 1 + 2a > 0 (that is, a > −1
2), achieved

with S = [−a, 1 + a] ⊆ P . Then P ⊂ {
(x, y) ∈ R2 : −l ≤ y ≤ l

}
.

The following lemma will allow us to also bound the rational diameter from above.

Lemma 17. Let P ⊂ R2 be an R-∆2-free polygon with rational diameter l = 1 + 2a > 1 (that is, a > 0),
achieved with S = [−a, 1 + a] ⊆ P . Then int(P ) is disjoint from the segments [−a, a] + (b,±1), for all
b ∈ Z. In particular, if a ≥ 1

2 then P ⊂ {
(x, y) ∈ R2 : −1 ≤ y ≤ 1

}
and width(P ) ≤ 2.

To prove Theorem 14, we use the bounds on the lattice diameter from the previous lemmas and
the lower bound on the width to show that certain areas of the plane are disjoint from the polygon P .
Eventually this allows us to bound the polygon so tightly that we reach a contradiction.

We note that in the case of R-flatness we do not obtain a complete characterization of width-
maximising R-∆2-free polygons. We only know two examples: the cross-polygon conv(±e1,±e2) and
the triangle conv(e1, e2,−e1 − e2). Indeed, the study of inclusion-maximal R-∆2-free is more intricate
than in the case of Z-flatness. We give a notion of R-locked facets which allows us to construct a family
of maximal R-∆2-free quadrilaterals: all parallelograms circumscribed around a unit square [0, 1]2.
However, there are many examples of maximal R-∆2-free quadrilaterals which we do not know how to
characterise, and examples of maximal R-∆2-free polygons with more facets.
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Abstract

The k-asociahedron is a simplicial complex whose facets correspond to k-triangulations
of the n-gon, known to be homeomorphic to a sphere of dimension k(n− 2k − 1) − 1 and
conjectured to be polytopal by Jonsson, among others. (The case or k = 1 is the classical
associahedron of dimension n − 4). We show that it can be obtained by intersecting the
tropical variety of Pfaffians with the orthant of “four-point positive” weights. We hope this
to be a step towards realizing it as a polytope.

1 k-triangulations

Definition 1 (See e.g. [3]). Let n > 2k be two positive integers. A subset T ⊆ ([n]
2
)

of diagonals of the
convex n-gon is called (k + 1)-free if no (k + 1) diagonals in T pairwise cross. The maximal (k + 1)-free
graphs are called k-triangulations or multi-triangulations.

• 0

•
1•

2

•
3

•4

•
5 •

6

•
7

Figure 1: A 2-triangulation of the 8-gon. As expected, it has 22 edges

We are interested in the abstract simplicial complex Assk(n) on the vertex set
([n]

2
)

whose faces
are (k + 1)-free subsets and whose facets are k-triangulations. All k-triangulations are known to have
cardinality k(2n− 2k − 1) [3, 5]. That is, Assk(n) is a pure simplicial complex.

If an edge {i, j} satisfies |i − j| ≤ k (where indices are taken modulo n, and distance is measured
cyclically), then it lies in every k-triangulation. We call these edges irrelevant and call the face of
Assk(n) they span the irrelevant face. We can thus define the reduced complex, Assk(n), the faces

1Email: luis.cresporuiz@unican.es
2Email: francisco.santos@unican.es



Discrete Math Days, Santander, July 4–6, 2022 105

of which are the (k + 1)-free sets of relevant edges. The exact relation between Assk(n) and Assk(n)
is that the former is the join of the latter with the irrelevant face, and hence the latter is the link of
the former at the irrelevant face. Based on the fact that Ass1(n) is the face poset of the polar of the
standard associahedron, we define:

Definition 2. We call Assk(n) the k-associahedron of parameters n, k. We refer to Assk(n) as the
extended k-associahedron.

Jonsson [5] proved that Assk(n) is a shellable simplicial sphere of dimension k(n− 2k − 1) − 1, and
conjectured it to be polytopal. This conjecture is one of the motivations for this work.

2 Tropical varieties

Let us briefly recall what the tropical variety of an ideal is. Let f ∈ K[x1, . . . , xN ] be a polynomial.
Each vector d ∈ RN , considered as giving weights to the variables, defines an initial form ind(f). This
initial form is obtained by sorting the terms of f by the sum of the weights of their variables (weighted
degree), and neglecting those of non-maximum sum. If d is “generic” then ind(f) is a single monomial,
but we are interested in the opposite case. The tropical hypersurface of f , denoted trop(f), is the set of
vectors d for which at least two monomials attain the maximum weight. Put differently, trop(f) ⊂ RN

equals the codimension-one skeleton of the normal fan of the Newton polytope of f .

Definition 3. A tropical prevariety is any finite intersection of tropical hypersurfaces. The tropical
variety of an ideal I ⊂ K[x1, . . . , xN ] is trop(I) := ∩f∈I trop(f), that is, the set of d ∈ RN for which
ind(I) does not contain any monomial. If K = C (or any field containing R), the totally positive part of
trop(I), denoted trop+(I), equals the set of d ∈ RN for which ind(I) does not contain any polynomial
with all coefficients real and positive.

Although a tropical variety is defined as an infinite intersection of tropical hypersurfaces, for each I a
certain finite subset is enough; that is, every tropical variety is a prevariety [8, Thm. 2.6.5]. However,
not every generating set of I is enough, not even a universal Gröbner basis.

3 The ideal of Pfaffians of degree k + 1
The determinant of an antisymmetric matrix of even size 2k with indeterminate entries is the perfect
square of a homogeneous polynomial of degree k, called the Pfaffian. It has 2k!! terms, corresponding
to the (perfect) matchings among the 2k labels for rows and columns, all with coefficient ±1 depending
on the parity of each matching [1, 7, 11]. For example, for k = 2 we get

∣∣∣∣∣∣∣∣∣

0 x12 x13 x14
−x12 0 x23 x24
−x13 −x23 0 x34
−x14 −x24 −x34 0

∣∣∣∣∣∣∣∣∣
= (x12x34 − x13x24 + x14x23)2. (1)

The 3 terms inside the square correspond to the 3 matchings among 4 points, shown in Fig. 2.

1 2

34

1 2

34

1 2

34

Figure 2: The three matchings among four points, corresponding to the Pfaffian in Eq. (1)
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For each n ≥ 2k + 2, let Ik(n) be the ideal in K[xi,j , {i, j} ∈ ([n]
2
)
] generated by all the principal

Pfaffians of degree k+ 1 of an antisymmetric matrix M of size n. That is, for each subset U ∈ ( [n]
2k+2

)
, we

consider the Pfaffian of the principal minor of M labeled by U . Let Pfk(n) ⊂ K(n
2) be the corresponding

variety. That is, points in Pfk(n) correspond to antisymmetric n× n matrices with coefficients in K
and of rank at most 2k. Since Pfaffians of degree two (see Eq. (1)) coincide with the quadratic Plücker
relations, I1(n) equals the Plücker ideal defining the Grassmannian Gr2(n) in K([n]

2 ). See, e.g., [10,
Remark 3.22]. In this k = 1 case, Speyer and Williams [12] have shown that the associahedron arises as
a subfan of the tropical variety of I1(n), as we now recall.

Definition 4. We say that a weight vector v ∈ R([n]
2 ) is four-point positive (abbreviated fp-positive) if

for all 1 ≤ a < a′ < b < b′ ≤ n we have that

va,b + va′,b′ ≥ max{va,a′ + vb,b′ , va,b′ + va′,b}. (2)

We denote by FPn the subset of R([n]
2 ) consisting of fp-positive vectors.

Observe that FPn equals the space of weights that select as initial term, in each Pfaffian of four points,
the matching that has a crossing. It can also be interpreted as the weights that represent separation
vectors among sides of the n-gon, or as weights that are monotone with respect to crossing-increasing
swaps among perfect matchings of each U ∈ ( [n]

2k+2
)
. Geometrically, FPn is a cone linearly isomorphic to

an orthant plus a linear space. See details in [2, Sect. 3.1].

Theorem 5 ([12, Section 5]). The intersection trop(I1(n)) ∩ FPn is a simplicial fan isomorphic to (the
cone over) the extended associahedron Ass1(n).

4 Our results for arbitrary k

Since these relations are a universal Gröbner basis for the ideal I(Gr2(n)) = I(Pf1(n)) = I1(n), the initial
ideal of Pf1(n) with respect to any generic fp-positive weight is generated by the crossing monomials of
degree two.

Our main result generalizes Theorem 5 to arbitrary k. The starting point is to show that Pfaffians
form a Gröbner basis of the ideal they generate, for any weight vector in FPn. This generalizes the
main result of [6], who prove it for a particular lexicographic weight vector:

Theorem 6. With respect to any weight vector v ∈ FPn, Pfaffians are a Gröbner basis for the ideal
Ik(n). Moreover, if v lies in the interior of FPn then inv(Ik(n)) is the monomial ideal generated by
(k + 1)-crossings. That is, it is the Stanley-Reisner ideal [9] of Assk(n).

Let us denote as Grobk(n) the Gröbner cone of Ik(n) that selects the (k + 1)-crossing term in
each Pfaffian. The Theorem says that FPn ⊆ Grobk(n). For k = 1 we actually have an equality,
FPn = Grob1(n), but for k ≥ 2 this is no longer true. Yet, the Gröbner cone is still linearly isomorphic
to an orthant (except for n = 2k + 2, where there is a single Pfaffian and the Gröbner cone equals a
normal cone in its Newton polytope). Explicit descriptions of Grobk(n) by rays and by inequalities
appear in the full version of this paper [2].

We now denote as Pfk(n) ⊂ R([n]
2 ) the intersection of the tropical hypersurfaces of Pfaffians of degree

k. This is by definition a tropical prevariety containing trop(Ik(n)), but it may not coincide with it.
Put differently, we do not know whether Pfaffians are a tropical basis for the ideal Ik(n).

In the light of Theorem 6, it makes sense to look at the part of Pfk(n) defined by fp-positive vectors.
That is, we define Pf+

k (n) := Pfk(n) ∩ FPn .
We prove that for any v ∈ FPn, being in Pf+

k (n) is equivalent to the positivity equations (2) being
satisfied with equality except in a (k+ 1)-free set [2, Theorem 4.3]. Moreover, when this happens, v can
be proved to be in trop(Ik(n)) [2, Corollary 4.5]. Thus:
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Theorem 7. 1. FPn is linearly isomorphic to an orthant.

2. Pf+
k (n) = trop(Ik(n)) ∩ FPn ⊂ trop+(Ik(n)).

3. Pf+
k (n) is the union of the faces of the orthant FPn corresponding to (k + 1)-free graphs.

That is, Pf+
k (n) is embedded in FPn as (the cone over) the k-associahedron Assk(n).

Once we have this result, in order to realize the k-associahedron as a complete (and hopefully
polytopal) fan, it would suffice to find a projection R([n]

2 ) → Rk(2n−2k−1) that is injective in Pf+
k (n).

This idea works nicely for the case k = 1, as we show in the next section, but we have not managed to
implement it for higher k.

5 Recovering the g-vector fan of the classical associahedron (k = 1)

In this section, let k = 1 and let T be a particular triangulation of the n-gon, which we call the seed
triangulation. The special property of the case k = 1 that we are going to use is that the projection
that remembers only the coordinates corresponding to edges used in T is injective on Pf+

1 (n). This is
not true for k = 2 or higher.

Lemma 8. For every (vi,j)i,j ∈ Pf+
1 (n), knowing the entries of v corresponding to T , we can recover

all other entries. That is, the projection π : Pf+
1 (n) → RT ∼= R2n−3 that restricts each vector (vi,j)i,j to

the entries with {i, j} ∈ T is injective.

That is, π embeds Pf+
1 (n) as a full-dimensional fan π(Pf+

1 (n)) ⊂ RT ∼= R2n−3. We are interested in a
second projection

ϕ : RT → RT ∼= Rn−3

that sends the irrelevant face of π(Pf+
1 (n)) to zero, so that ϕ(π(Pf+

1 (n))) is a fan isomorphic to the link
of the irrelevant face in π(Pf+

1 (n)), that is, isomorphic to Ass1(n), the normal fan of the associahedron.
Here, T denotes the relevant part (the n− 3 diagonals) of T .

Corollary 9. The projection
ϕ ◦ π : Pf+

1 (n) → RT ∼= Rn−3

gives a realization of the associahedron Ass1(n) as a complete fan.

We can give an explicit description of this associahedron using the so called g-vectors. For any given
diagonal δ we define the following crossing sign of {a, b} with respect to δ and the g-vector of {a, b}
with respect to T as follows:

Definition 10 (See [4, Proposition 33]). Let δ be a diagonal in T and {a, b} ∈ ([n]
2
)
. Let q(δ) be the

quadrilateral in T consisting of δ and its two adjacent triangles. We define the crossing sign of {i, j}
with respect to δ in T

ε(δ ∈ T, {a, b}) :=





+1 if {a, b} crosses two opposite sides and the diagonal of q(δ) forming a Z
−1 if {a, b} crosses two opposite sides and the diagonal of q(δ) forming a Z
0 otherwise

We define the g-vector of {a, b} with respect to T as

g(T, {a, b}) := (ε(δ ∈ T, {a, b}))δ∈T

For example, for the following triangulation and the edge {2, 6}, we have
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ε({1, 3} ∈ T, {2, 6}) = ε({0, 5} ∈ T, {2, 6}) = 1
ε({0, 3} ∈ T, {2, 6}) = −1

ε({0, 4} ∈ T, {2, 6}) = ε({5, 7} ∈ T, {2, 6}) = 0

• 0

• 1
•2

•3

•4

•
5 •

6

•
7

•a = 2

•
b = 6

Hohlweg, Pilaud and Stella [4] consider the g-vector fan obtained considering as cones all the possible
clusters (which, in type A are the triangulations) and taking as generators the g-vectors for a fixed but
arbitrary seed triangulation T . The main result of [4] is that these fans are polytopal. It turns out that
these fans are linearly isomorphic to the ones of Corollary 9:

Theorem 11. Let ΣT = im(ϕ ◦ π) be the associahedral fan in Rn−3 of Corollary 9 for a certain seed
triangulation T .

In the basis of Rn−3 consisting of the rays corresponding to the diagonals of T we have that ΣT equals
the g-vector fan of T .

Proposition 12 ([4]). For every T , the fan ΣT is polytopal.

In conclusion, we have that projecting Pf+
1 (n) to the n− 3 coordinates of the diagonals in T gives a

realization of the (n− 3)-associahedron in Rn−3 with the following properties:

1. It has n− 3 pairs of parallel facets, each pair consisting of the facet corresponding to a diagonal
{a, b} of T and its rotation {a+ 1, b+ 1}.

2. Taking the normals to those n− 3 pairs as a linear basis for Rn−3, all other facet normals lie in
{0,±1}n−3.
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A parallel between the descriptive complexities of finite groups and
Latin square graphs
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Abstract

We establish a tight connection between the Weisfeiler-Leman dimension of finite groups
and that of Latin square graphs of Cayley tables. Hence, we discuss the consequences of a
conjecture by Emms et al. regarding a polynomial time graph invariant arising from quantum
walks.

1 Introduction

The group isomorphism problem consists in deciding whether there is a product preserving bijection
between two groups given as multiplication tables. Despite the concept of isomorphism between
groups being fundamental in most areas of mathematics, our understanding of the computational
complexity of deciding group isomorphism is still riddled with gaps. Like other problems such as graph
isomorphism, there are no known polynomial time algorithms nor the structural evidence to suggest
whether such an algorithm even exists. However, it is important to note that while the difficulty of
deciding isomorphism of graphs increases with size, this is not necessarily the case for groups. Indeed,
the number of isomorphism types of groups of a given order depends heavily on the number of prime
factors of the order as well as their multiplicities. This peculiarity seems to give group isomorphism a
nature of its own.

Given two groups of order n, the most efficient known algorithms can decide the isomorphism thereof
in time nO(log(n)). In fact, this is the worst case running time for early approaches such as Tarjan’s [7]
(relying on the fact that groups of order n have a minimal generating set of size O(log(n))) as well as
more sophisticated recent approaches (see for example Rosenbaum’s [10]). Put otherwise, in spite of
decades of intense research even in the realm of quantum algorithms, no new approach has a worst case
complexity that significantly improved upon Tarjan’s bound. It is unclear whether this is because of
the lack of suitable group invariants or the understanding of the effectiveness of known invariants.

Investigating the descriptive complexity of finite groups in a similar way to graphs could come to
aid for the latter. A first attempt to this can be found in recent work by Brachter and Schweitzer [3],
where the concepts of Weisfeiler-Leman equivalences and Weisfeiler-Leman dimension for groups are
defined in an analogous manner to graphs. In the context of the descriptive complexity of graphs, the
Weisfeiler-Leman (WL) algorithms have proven to be a useful tool. Loosely speaking, for each natural
number k, the k-dimensional WL algorithm iteratively refines the colouring of k-tuples of vertices of
a graph into isomorphism types until reaching a stable colouring which can be seen as an effective
isomorphism invariant. A graph Γ is said to have WL dimension at most k, if the invariant computed
by the k-dimensional WL algorithm distinguishes Γ from any non-isomorphic graph. While important
classes of graphs are known to have bounded WL dimension (graphs with bounded treewidth or genus,

1Email: anuj.dawar@cl.cam.ac.uk
2Email: dvagnozz@ed.ac.uk
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for example [6]), a seminal construction by Cai, Fürer and Immerman [4] has shown that the maximum
WL dimension of graphs on n vertices increases linearly with n; whence, there is no fixed k for which
the colouring computed by the k-dimensional WL algorithm is a complete invariant. The distinguishing
power of the k-dimensional WL algorithm is known to coincide with that of counting logic formulae
with at most k + 1 variables. Counting logics are the extension of first order logic with quantifiers
specifying the existence of a certain number of elements satisfying a given formula. Thus, the result by
Cai, Fürer and Immerman shattered all hopes of an efficient graph isomorphism test purely based on
combinatorial heuristics.

In [3], the authors introduce the WL method for computing isomorphism invariant colourings of the
set of k-tuples of group elements and thus define the WL dimension of finite groups in a similar fashion
to graphs. Whilst an upper bound of O(log(n)) to the WL dimension of groups of order n follows from
the definition of the algorithms in themselves, it is still unclear whether this is asymptotically optimal.
By embedding graph structures into groups, the authors of [3] attempt to give a construction á la
Cai-Fürer-Immerman for finite groups. In this text, we suggest a different approach, by showing that
there is a reversible embedding of groups into a class of graphs preserving the WL dimension.

It is well known that group isomorphism is polynomial time reducible to graph isomorphism - see
for example [8]. Our main result is that group isomorphism is polynomial time equivalent to the
isomorphism problem on Latin square graphs arising from Cayley tables of finite groups and that in
both directions the reduction is definable in first order logic. The technical name for a reduction defined
in a logic is an interpretation, so the result can be formally stated as follows.

Theorem 1. There exist first-order interpretations I and J (⃗z), where z⃗ is a triple of vertex variables,
such that the following hold. Let G be a finite group of order n ≥ 5 and let Λ be the Latin square graph
corresponding to the Cayley table of G. Let V be the vertex set of Λ and let v⃗ ∈ V 3 be a tuple of pairwise
distinct vertices whose induced subgraph in Λ has exactly 2 edges. Then GI is isomorphic to Λ and
ΛJ (⃗z7→v⃗) is a group isomorphic to G.

Because of the connection between the WL algorithms and counting logics, the following is an
immediate corollary.

Corollary 2. The WL dimension of finite groups of order n is O(f(n)) for some function f if, and
only if, that of Latin square graphs of groups’ Cayley tables is O(f(n2)).

Latin square graphs are a well studied subclass of strongly regular graphs. A graph is said to be
strongly regular with parameters (n, d, λ, µ) if it has n vertices, it is d regular and any pair of adjacent
(rsp. non-adjacent) vertices have exactly λ (rsp. µ) common neighbours. Strongly regular graphs are
widely thought to provide hard instances for the graph isomorphism problem. Nevertheless, whilst
the idea behind the Cai-Fürer-Immerman constructions has been used to find hard instances of graph
isomorphism for methods other than WL, none of these turn out to be classes of strongly regular graphs.
There is also a currently open conjecture by Emms et al. [5] claiming that an invariant arising from
discrete time quantum walks distinguishes any pair of non-isomorphic strongly regular graphs. Not only
this invariant is computable in polynomial time, but its distinguishing power is bounded by that of
the 6-dimensional WL algorithm. Should the conjecture be true, this would then imply that the WL
dimension of strongly regular graphs is bounded, and by Corollary 2, so would that of finite groups!
While there is no concrete evidence as to whether group isomorphism can be decided in polynomial
time, it would be surprising if such a task could be achieved simply by combinatorial heuristics.

Structure of the text. Sections 2 and 3 contain background knowledge on logic, the WL algorithms
and Latin square graphs. Sections 4 and 5 contain the sketches of the proofs of Theorem 1 and Corollary
2.
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2 Logics and algorithms

We view graphs as structures over a vocabulary (E), where E is a binary relational symbol representing
the edge relation. Groups are viewed as structures over a vocabulary (prod) where prod is a ternary
relational symbol representing the group muliplication. That is, for a group G and g, h, l ∈ G we have
that G |= prod(g, h, l) if, and only if, gh = l.

We define a colouring of a set V to be a map f : V → X, where X is a set of colours. For each x ∈ X,
the pre-image f−1(x) is said to be a colour class.

Counting logic. We assume the reader is familiar with the syntax and semantics of first order logic.
By counting logic we mean the extension of first order logic by a quantifier ∃m for each natural number
m. If ϕ is a formula of counting logic and x a vertex variable, then ∃mx.ϕ is also a counting logic
formula, satisfied by a structure A (over the corresponding vocabulary) if, and only if, there are at least
m elements u for which (A, x 7→ u) |= ϕ.

The Weisfeiler-Leman method for graphs. Given a graph Γ with vertex set V and an integer
k ≥ 2, the k-dimensional WL algorithm iteratively refines the colouring of V k into isomorphism types
according to the connectivity properties of the entries of the k-tuple within Γ. Let α0 be a canonical
colouring3 of V k into the isomorphism types of Γ; that is, for all u⃗, v⃗ ∈ V k, α0(u⃗) = α0(v⃗) if, and only
if the map ui 7→ vi for each 1 ≤ i ≤ k is a local isomorphism. This colouring is refined as follows. Let
αi be the colouring of V k after i iterations. Then for each u⃗ ∈ V k

αi+1(u⃗) =
(
αi(u⃗), {{(αi(u⃗1←x), αi(u⃗2←x), . . . , αi(u⃗k←x)) | x ∈ V }})

where {{. . .}} indicates a multiset and for each i and x ∈ V , u⃗i←x is the element of V k obtained by
replacing the ith entry of u⃗ by x. Since V is assumed to be finite, there exist an integer s, such that
the partitions induced by the colourings αj for j ≥ s are the same (that is, the partitions stabilise and
do not refine any further). For the minimal such s, the colouring αs is the output of the algorithm on
input Γ. It is easy to see that since α0 is chosen to be canonical, αs is isomorphism invariant. A pair
of graphs are then said to be k-WL equivalent if they both yield the same output colouring from the
k-dimensional WL algorithm. The WL dimension of a graph Γ is defined to be the least integer k for
which any graph Γ′ is k-WL equivalent to Γ if, and only if, it is isomorphic to Γ. For a class of graphs
G, we define its WL dimension to be the maximal of the WL dimensions of all graphs in G if such a
maximum exists, otherwise we say that the WL dimension of G is unbounded. A nice argument using
the Immerman-Lander pebble game is used in [4] to show that two graphs are k-WL equivalent if, and
only if, no counting logic formula with at most k + 1 variables can distinguish them.

The Weisfeiler-Leman method for groups. As explained in Section 3 of [3], there are several
natural ways of defining the WL equivalences on groups, all of which lead to the same notion of
equivalence in a well defined sense. For the purpose of this text we choose the one dubbed as the
algebraic WL equivalences in [11]. In a similar way to graphs, given a group G and an integer k ≥ 2, the
k-dimensional algebraic WL algorithm iteratively refines a canonical colouring of Gk into isomorphism
types until reaching a colouring that is not refined any further. The initial canonical colouring α0 is
such that for all g⃗, h⃗ ∈ Gk, α0(g⃗) = α0(⃗h) if, and only if, the map gi 7→ hi for each 1 ≤ i ≤ k extends
to an isomorphism between the subgroups ⟨g1, . . . , gk⟩ and ⟨h1, . . . , hk⟩ of G. This colouring is then
refined using the same iterative procedure in the case for graphs until reaching a colouring αs whose
induced partition of Gk is not refined. The colouring αs is then the invariant assigned to the group. We
define the notions of two groups being k-dimensional WL equivalent and the WL dimensions of a group

3By canonical, we mean that if α and α′ are such colourings for graphs Γ and Γ′ respectively, then α(u⃗) = α′(v⃗) if, and
only if, the map ui 7→ vi for each 1 ≤ i ≤ k is a partial isomorphism from Γ to Γ′.
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and a class of groups similarly to graphs. Also in an analogous way to graphs, one can show that the
distinguishing power of the k-dimensional WL algorithms on groups coincides with that of counting
logic formulae with at most k + 1 variables.

3 Latin square graphs: symmetries and geometry

A Latin square over a finite alphabet A is an A×A array with entries from A such that every element
of A occurs exactly once in each row and each column. We may represent a Latin square as a ternary
relation L ⊂ A3 where (a, b, c) ∈ L if, and only if, the entry in row a and column b is c. To a Latin
square L, we associate a graph ΛL whose vertex set is A2 and vertices (a, b) and (a′, b′) are connected
by an edge if, and only if, a = a′, or b = b′, or if for some c ∈ A it holds that (a, b, c), (a′, b′, c) ∈ L. Put
otherwise, the vertex set of ΛL is the set of cells of the Latin square, and two cells share an edge if, and
only if, they are in the same row or in the same column, or they have the same entry. We call ΛL the
Latin square graph arising from L. For a Latin square over an alphabet of size n, the corresponding
Latin square graph has size n2. It can be shown that a Latin square graph of size n2 is strongly regular
with parameters (n2, 3(n− 1), n, 6).

In general, Latin squares can be viewed as multiplication tables of quasigroups. A quasigroup is a
set A with a multiplication ◦ such that for any a, b ∈ A, the equations a ◦ x = b and y ◦ a = b have a
unique solution in x and y. It is then easy to see that Cayley tables of groups are in fact Latin squares.
The following is a fundamental result by Albert [1].

Theorem 3. Groups G and H are isomorphic if, and only if, the Latin square graphs ΛG and ΛH

arising from their Cayley tables are isomorphic.

Let us now look at the geometry of Latin square graphs. Recall that a k-clique of a graph is a set of
vertices whose induced subgraph is a complete graph. A clique in a graph Γ is said to be maximum
if there are no larger cliques in Γ. Let L be a Latin square over an alphabet of size n and let ΛL be
the corresponding Latin square graph. A simple combinatorial argument can be used to show that if
n ≥ 5, the maximum cliques are of size n, and each pair of adjacent vertices is contained in a unique
maximum clique; furthermore, every 5-clique is contained in a unique maximum clique. From this, we
deduce that the first order formula

clq(x1, x2, x3) = E(x1, x2) ∧ (x1 = x3 ∨ x2 = x3) ∨ ∃x4x5.
[ ∧

i,j∈[5],i̸=j

E(xi, xj)
]
. (1)

defines the maximum cliques of ΛL in that for all adjacent vertices u, v, (ΛL, x1 7→ u, x2 7→ v) satisfies
clq(x1, x2, x3) whenever x3 is interpreted by a vertex in the unique maximum clique containing u and
v. The maximum cliques of Latin square graphs of size n2 ≥ 25 = 52 coincide with the cells in a row or
a column or with cells containing a same entry from the underlying alphabet. Thus, any two maximum
cliques are either disjoint or intersect in a single vertex. These pairs of maximum cliques are referred to
as being parallel and orthogonal respectively.

The automorphism groups of Latin square graphs arising from Cayley tables of groups have been well
studied and characterised in [2]. For the purpose of the present text, all we need is that for Latin square
graphs arising from Cayley tables of groups, the automorphism group acts transitively; furthermore, its
induced action on maximum cliques is almost 2-transitive in that it is transitive on the set of parallel
pairs of cliques and on the set of orthogonal pairs of cliques (see Section 4.5.3 in [11] for a proof).

4 Proof sketch of Theorem 1

In the formal statement of Theorem 1 we mentioned the notion of an interpretation. We shall not
use the formal definition, but the following intuitive idea should suffice. Let σ = (R1, . . . , Rm) and
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τ = (T1, . . . , Tl) be relational vocabularies. A [σ, τ ]-interpretation I (⃗z) is a mapping taking a σ-structure
A to τ -structure AI (⃗z). The map is dictated by a sequence of formulae from some logic and the values
interpreting the parameter variables z⃗ = (z1, . . . , zp). Every interpretation has at least two formulae:
the domain formula ϕD and the equivalence formula ϕE . Together, these define the domain of AI (⃗z) as
the set of equivalence classes on a set of r-tuples of the domain of A, for some r. For each relational
symbol Ti the interpretation has a formula ϕTi defining the relation Ti interpreted in AI (⃗z). Each of
the formulae ϕD, ϕE and ϕTi is written in the vocabulary σ and may contain the variables in z⃗ as free
variables. The main result we will be using regarding interpretations is sometimes referred to as the
Lemma for Syntactical Interpretations (the proof of which can be found in in [9]). Informally, it claims
that τ -structures AI (⃗z) and BI (⃗z) both satisfy a formula ψ if, and only if, σ-structures A and B both
satisfy a formula ψ−I (⃗z) obtained by replacing occurrences of Ti by ϕTi , with the appropriate variables.
The reader may note that ψ−I (⃗z) written as such is a formula written in the vocabulary σ. Rather than
formally defining the interpretations, we describe the construction of the Latin square graph from the
group and vice-versa, and the reader can verify that each set in the construction is first-order definable.
Let G be a finite group and Λ the Latin square graph arising from its Cayley table.

4.1 Construction of I: from groups to Latin square graphs

The vertex set of a Λ can be identified with G2 so the domain formula of I defines G2 and the equivalence
formula is the trivial notion of equality in G2. From the definition of a Latin square graph, the edge
relation of Λ is given by the set of pairs of elements (a, b), (a′, b′) ∈ G2 such that a = a′ or b = b′ or
ab = a′b′. This can be clearly defined using the equality relation = and the ternary relation prod
representing the product relation in G.

4.2 Construction of J (⃗z): from Latin square graphs to groups.

We now sketch the construction of J (⃗z). The aim is to ensure that H = ΛJ (⃗z7→v⃗) is a structure
isomorphic to the group G. A priori, H is a ternary relational structure with the product relation of a
quasigroup. To show that it is indeed the product relation of a group one may use the translational
property of Cayley tables; we refer the reader to Section 4.5.2 of [11] for details about this.

Recall that the assumption n ≥ 5 in Theorem 1 means that the elements of G are in bijection with
those of any maximum clique of Λ. Note that if v⃗ ∈ V 3 satisfies the assumptions in Theorem 1, then
there are two orthogonal canonical maximum cliques which are a candidate for the universe of H.
Indeed, since {v1, v2, v3} induce a subgraph of Λ with exactly 2 edges, we may assume that v1 is adjacent
to both v2 and v3, and since Λ has at least 25 vertices, from the discussion in Section 3, there is a unique
pair of orthogonal cliques R,C, such that {v1, v2} ⊂ R and {v2, v3} ⊂ C. Since the automorphism
group of Λ is transitive on pairs of orthogonal cliques, fixing v⃗, and therefore R and C, can be thought
of as fixing which cliques correspond to rows and which to columns. Thus, we may view R as a row
and C as a column of the multiplication table of H and we may take R to be the universe without loss
of generality. Now, for any pair of othogonal maximum cliques there is exactly one maximum clique
orthogonal to both of these containing a given vertex v ∈ V . Given any g ∈ R, this property allows
us to determine which vertex g(C) of C corresponds to a cell with entry g. For h ∈ R, let gh denote
the vertex in the intersection of the (unique) maximum clique parallel to R containing g(C) with the
(unique) maximum clique parallel to C containing h. The entry of the cell corresponding to this vertex
must be that of the unique vertex k in the intersection of R with the unique clique orthogonal to both R
and C containing the vertex gh. The product relation of H as a ternary relation on R is then the set of
all (g, h, k) thus constructed. It is apparent from the above that the main formulae for the construction
of J (⃗z) rely on the definability of the following subsets of V , all of which, the reader may verify, are
first-order definable:

1. The maximum clique containing a given pair of adjacent vertices of Λ.



Discrete Math Days, Santander, July 4–6, 2022 115

2. The maximum clique orthogonal to a pair of orthogonal cliques and containing a given vertex.

3. The maximum clique parallel to a given maximum clique and containing a given vertex.

5 Proof of Corollary 2 and conclusions

Corollary 2 follows from the connection between the WL algorithms and counting logic outlined in
Section 2, and applying the Lemma for Syntactical Interpretations. Whilst the main side effect of our
main results are the consequences of the truthfulness of the conjecture by Emms et al., there are further
research directions to consider. Importantly, a recent result by Fuhlbrück et al. characterises the graphs
with WL dimension larger than 2 with colour classes of size at most 4, reaching the conclusion that the
Cai-Fürer-Immerman constructions naturally occur in this setting and are not ad hoc. Generalising
this characterisation to graphs with larger colour classes and WL dimension would be an important
step towards understanding where do Latin square graphs place themselves in terms of combinatorial
heuristics. In particular, it is worth investigating whether Latin square graphs with bounded size colour
classes have bounded WL dimension.
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grant PID2020-112581GB-C21 and Ö. Y. D and O. S. under grant PID2020-113082GB-I00.

Abstract

Vertex Bisection is a graph partitioning problem in which the aim is to find a bisection
that minimizes the number of vertices in one partite set that has a neighbor in the other
set. Here we are interested in giving upper bounds on the vertex bisection width of random
d-regular graphs. Our approach is based on analyzing a greedy algorithm by using the
Differential Equations Method. In this way, we obtain the first known upper bounds for the
vertex bisection width in random regular graphs. The results are compared with experimental
ones and with lower bounds obtained by Kolesnik and Wormald (Lower Bounds for the
Isoperimetric Numbers of Random Regular Graphs, SIAM J. on Disc. Math. 28(1), 553-575,
2014) for this parameter.

1 Introduction

Partitioning the vertices of a given graph G into subsets, subject to certain constraints, is an important
algorithmic problem, which is used to model a large range of practical applications, see e.g. [2]. The
theoretical study of graph partitioning problems has also arisen a great range of interest.

Minimum edge bisection is a graph partitioning problem that has received considerable attention
from both the theoretical and practical aspects, as the problem measures the amount of information
that can flow through a network.

Let G = (V,E) be a graph with n vertices. Let (S, V \ S) be a partition of the vertex set V into
equal sized sets when n is even and differing by one when n is odd. Such a partition is called a bisection.
The (edge) width of a bisection (S, V \ S) is the number of edges connecting the parts S and V \ S,
that is, bw((S, V \ S)) = |{uv ∈ E : u ∈ S, v ∈ V \ S}|. The minimum edge bisection or bisection width
of G is the minimum width over all bisections,

bw(G) = min{bw((S, V \ S)) : (S, V \ S) is a bisection}.

The corresponding decision problem, Minimum edge bisection, has been a very productive research
area, using theoretical and empirical methods. Concerning its algorithmic complexity Minimum edge
bisection is NP-complete [15] for general graphs and it remains in NP-complete when restricted to

1Email: diaz@cs.upc.edu.
2Email: oznur.yasar@khas.edu.tr.
3Email: mjserna@cs.upc.edu.
4Email: oriol.serra@upc.edu.
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many graph classes, in particular d-regular graphs even for d = 3 [6]. The problem is efficiently solvable
for trees [26], hypercubes [25], grid graphs with a constant number of holes [13] and on graphs with
bounded treewidth [17]. Regarding poly-time approximation algorithms, it is known that there exists
no polynomial time approximation scheme to approximate bisection width within a constant factor [20].
The best approximation algorithm for the problem, achieves a ratio of O(logn) [27]. From the practical
point of view, there have been a slow improvement of efficient heuristics, from the simulate-annealing in
the 1970’s [19] to the one that in practice is very efficient [9].

A fruitful line of research has been the study of asymptotic tight bounds for the bisection width of
random d-regular graphs, in particular for d = 3. Buser showed the existence of a cubic graph with
G with bw(G) > n

256 [7]. Bollobás extended Buser’s result to show that for almost all cubic graphs
G, bw(G) > n

11 , and extend the lower bound for d-regular graphs [4]. Clark and Entringer showed
that for almost all cubic graphs, bw(G) ≤ (n+138)

3 . They also proved that almost every d-regular G
cdn ≤ bw(G) where cd → d/4 as d → ∞, which is asymptotically correct [8]. In the last 30 years, several
improvements have tightened the bounds for bisection width. Alon [1] give upper bounds for the edge
bisection width for general values of the degree d. Note that the method in [1] can be turned into a
randomized algorithm. These bounds were recently improved by Lyons [24]. Lichev and Mitsche [23]
obtained very tight upper and lower bounds for the cubic case. Dı́az, Serna and Wormald [11] gave
a randomized greedy algorithm for constructing bisections with small edge width which provides, for
4 ≤ d ≤ 12, the best known upper bounds for the edge–bisection of random d–regular graphs. In that
paper, the algorithm is analyzed by means of the Differential Equation Method (DEM). The DEM is
introduced by Kurtz [22] and was used in various combinatorial problems [18]. A general frame work to
use the DEM to obtain a greedy algorithm that would create a semi-martingale that is concentrated
is given by Wormald [29]. In this paper we adapt the same strategy to obtain bounds on the vertex
bisection width of random d-regular graphs.

In the vertex bisection problem the aim is to minimize the number of vertices in S that are
connected by an edge to some vertex in V \ S. Thus the (vertex) width of a bisection (S, V \ S)
is vbw((S, V \ S)) = |{u ∈ S : ∃v ∈ V \ S, uv ∈ E}|. The vertex bisection width of G is the minimum
width over all bisections,

vbw(G) = min{vbw((S, V \ S)) : (S, V \ S) is a bisection}.

In spite that the Min Vertex Bisection arises in important applications, as the study of message
passing and fault tolerance in interconnection networks, see e.g. [12, 28], the problem has received little
attention, in particular from the theoretical point of view. The problem is known to be NP-complete
for general graphs and it is solvable in polynomial time for hypercubes [5]. There have been heuristics
based in integer linear programming and branch and bound [14, 16], where due to the exhaustive search
nature of the techniques, their applicability is reduced only to graphs of small size.

Recently, Kolesnik and Wormald [21] give asymptotically almost sure lower bounds for the vertex
bisection width of random d–regular graphs for every d ≥ 3. The main motivation of this paper is to
provide corresponding upper bounds by producing bisections with small width. This is achieved by
proposing a randomized greedy algorithm which is suited for the vertex bisection problem, and analyze
it by means of the Differential Equation Method.

2 A greedy algorithm and the Differential Equation Method

We use the pairing model to generate random d–regular graphs with n vertices, where nd is assumed to
be even. The pairing model chooses a random matching on a set of nd points that are grouped into
bags of size d, each bag corresponding to a vertex. A random d–regular graph can be obtained by a
graph process (Gt, t = 0, 1, . . . , nd) by arbitrarily choosing an unpaired point and by pairing it with a
randomly chosen point, exposing in this way an edge of the graph, at time t (see e.g. [29].)
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The differential equation method is a set of techniques used in combinatorics and algorithmics to
analyze dynamic random processes that evolve in tiny steps (with respect to the final structure). For
example, one step can be exposing a new edge in the construction of a large graph. The method
produces tight bounds on a set of random variables that almost asymptotically surely hold at every step.
The very useful characteristic of the method is that, at each step, each random variable is concentrated
around its expectation as it evolves from step to step, see [30, Theorem 5.1] and [10].

Upper bounds for vbw(G) are obtained by exhibiting vertex bisections, or two–colorings, (R,B)
with a set R0 of interior vertices of color red as large as possible. For d ≥ 4 it is likely that the
partitions which minimize the edge width and the ones minimizing the vertex width have different
structural properties. In cases where both of these parameters are known, such as the hypercube, the
edge bisection is minimized by matchings while vertex bisection is minized by balls. This suggests the
following algorithm to produce suitable vertex bisections with large |R0|. For a vertex x0 and integer r
we denote the set of vertices at graph distance at most r from x0 as B(x0, r).

Algorithm: Create a vertex bisection
Choose a random vertex x0 and set r = 0
while |B(x0, r)| < n/2 do
r → r + 1
Set r0 = r − 1, R = B(x0, r0)

while |R| < n/2 do
select x ∈ B(x0, r0) with d/2 − 1 < |B(x, 1) ∩R| < d
R → R ∪ (B(x, 1) ∩ V \R)

Return (R, V \R).

In words, we first start by coloring red all vertices at graph distance at most r0 from a vertex x0,
where r0 is the largest integer for which the ball centered at x0 and radius r0 has cardinality at most n/2.
In particular, R0 ⊇ B(x0, r0 − 1). Notice that this is not a bisection yet. We next proceed to enlarge
R up to n/2 by coloring red the uncolored vertices adjacent to a given red vertex, thus increasing at
least by one the cardinality of R0. We do so for vertices with less than d/2 uncolored neighbours to
minimize the increase of vertices in the bisection. The algorithm will seemingly produce a partition
with small bisection in random regular graphs. The reason is that, while r < r0, the balls B(x0, r)
expand exponentially in r. Moreover, the distribution of the degrees in B(x0, r0) makes it possible, for
this radius, to complete the red part of the bisection by adding vertices with at most d/2 uncolored
neighbors. A probabilistic argument following the lines of Bollobás and Fernández de la Vega [3] explains
why this approach is feasible.

Let us briefly explain how the differential equation method is used to analyze the above algorithm.
We construct the d–regular graph along the configuration model process. Every vertex is a bag with

d points. Along the process, points are selected one by one in an arbitrary manner and, when a point is
selected, its mate is chosen uniformly at random among the unselected points. This exposes one edge of
the configuration joining the vertices containing the two paired points.

The algorithm runs through this configuration process in several phases. At each step an unmatched
point is selected in a red vertex, with a rule depending on the phase of the algorithm; a second point is
chosen uniformly at random among the unmatched points, it is paired with the former point and the
corresponding edge is exposed.

In order to apply the Differential Equation Method to estimate the vertex bisection in the output of
the algorithm, we define the random variables

• Ri, 0 ≤ i ≤ d, counts the number of red vertices with i unmatched points.

• nR = ∑d
i=0Ri, counts the number of red vertices.

• pR = ∑d
i=0 iRi, counts the number of unmatched points in vertices colored red.
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• Zi, 1 ≤ i ≤ d, counts the number of non red vertices with i unmatched points.

• nZ = ∑d
i=0 Zi counts the number of non red vertices.

• pZ = ∑d
i=0 iZi counts the number of unmatched points in verttices not colored red.

• pW = pR+ pW , counts the total number of unmatched points.

All the variables depend on the step t of the algorithm, but this dependence is not made explicit in the
notation. At the end of the algorithm, the number of red vertices in the bisection is

|R| − |R0|,

which we take as an upper bound for the bisection width.
We initialize the algorithm by coloring red a ball of a sufficiently small radius so that we have a

complete d–ary tree of some depth k with 1 + d
∑k−1

i=1 (d− 1)i vertices, of which d(d− 1)k of them have
(d− 1) neighbours outside the ball. This provides an initialization of the variables Ri and Zi in the first
phase.

We then run the algorithm till either the variables Ri are all zero for i ≥ 1 (no additional unmatched
red points are available) or |R| = n/2 (the last phase). In the first case we run a next phase of the
algorithm by declaring red all vertices counted with less than d unmatched points and initializing the
variables correspondingly.

Within each phase, at each step t we compute the expected changes in the values of the variables (up
to O(1/nW ) terms). For instance, for the variables Ri, 0 < i < d, we have

∆(Ri) = −2 (iRi)2

(pR)(nW )

− iRi(nW − iRi − (i+ 1)Ri+1)
(pR)(nW ) − (pR− iRi − (i+ 1)Ri+1)(iRi)

(pR)(nW )

+ (i+ 1)Ri+1(nW − iRi − (i+ 1)Ri+1
(pR)(nW ) + (pR− iRi − (i+ 1)Ri+1)((i+ 1)Ri+1

(pR)(nW )

+ 2((i+ 1)Ri+1)2

(pR)(nW ) ,

monitoring the two random choices for the points to be paired, the first one among points counted
by rP and the second one among all nW available points. The variable Ri is modified if the points
are chosen among the ones counted by Ri (decreasing its value) or Ri+1 (increasing its value). Similar
expressions are obtained for the expected changes in the values of the variables ∆Zi and ∆R0,∆Zd.

The differential equations method is based on translating these incremental expected changes into
a system of differential equations by turning the steps into a continuous time. The solutions of this
system evolve closely to their discrete counterparts for large n. The variable n, conveniently normalized,
is converted to a continuous time t for the system of differential equations. By an additional argument
on concentration of the values on their expected values, the main result in [30, Theorem 5.1] shows that
the values of the solutions at the stopping time (in our case when we obtain n/2 red vertices) provides
an asymptotically good approximation of the values of the variables on the output of the algorithm,
from which we can compute the resulting vertex bisection width given by n/2 −R0, as R0 counts the
number of interior red vertices in the partition. The applicability of [30, Theorem 5.1] requires simply
that the variables in the process have bounded variation (in our case these variations are bounded by
two in absolute value) and that the corresponding continuous versions are Lipschitz (in our case they
are quadratic functions of the variables) together with the natural integrability conditions of the system
in the domain of interest.

Several phases of the algorithm governed by the same system of differential equations are run where
each phase stops when there are no unmatched red points left. These results are feeding the initial
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values of the variables in the next phase, until the final phase, which stops at nR = n/2. In order to
initialize the whole process, we color the vertices of a ball of small radius with red, giving nR, a small
fraction of n, where only the variables R0, Rd−1, Z1 and Z0 are different from 0.

In order to assess the the results, Table 1 displays the average of the experimental results obtained
by running a randomized greedy algorithm (that uses a priotrized list of vertices and a majority rule
similar to [11]) and the greedy algorithm defined here. Experiments are run on several instances of
random regular graphs with n = 105 vertices provided by the Python package NetworkX-2.5. For
comparison, Table 1 includes the lower bounds reported in [21] and the upper bounds obtained from the
DEM detailed above (with the RungeKutta4 program in SciPy library.) In all of the cases the displayed
values give the proportion α of vertices in the red part which belong to the bisection, so that the value
of the bisection is α(n/2).

Degree d 4 5 6 7 8 9 10
DEM Upper Bound 0.60301 0.78493 0.82558 0.88827 0.94447 0.96242 0.97957
Experiments (Randomized) 0.57816 0.75624 0.81718 0.88686 0.93160 0.95840 0.97480
Experiments (Balls Method) 0.52531 0.6646 0.69045 0.76240 0.78082 0.80040 0.85026
Lower Bound [21] 0.28966 0.40859 0.50190 0.57466 0.63178 0.67716 0.71371

Figure 1: Results for d–regular graphs with d = 4, . . . , 10.

3 Conclusions

For some graph classes the bisections which provide the minimum values of edge bisection also minimize
the vertex bisection. In particular, for the case of cubic graphs we do not report our results since they
indicate that in this case the edge bisection and vertex bisection are very close to each other and the
best known bounds in [23] are significant for vertex bisection.

The method given here to estimate upper bounds for the minimum vertex bisection width of random
d–regular graphs can be applied to a range of meaningful degrees, say from 4 ≤ d ≤ 10. The results
show a considerable gap between the lower and upper bounds of the vertex bisection. We believe that
there is more room for improvement in the lower bound than in the upper bound. We tried different
algorithms for obtaining good vertex bisections and the one proposed here is the best performing ones.

For larger values of d the lower bounds in [21] come close to n/2, the trivial upper bound for the
minimum vertex bisection width. For example, for d = 100 the lower bound is 0.9785(n/2). This is
also close to the expected value of a random bisection, showing very small variability among distinct
bisections. We note that the expected vertex bisection of a random partition into two equal parts is
n/2(1 − 1/2d) which tends to n/2 with d → ∞. Therefore, the problem is meaningful only for a range
of small values of the degree.
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Suárez4†
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Abstract

Given a positive integer k, the Sidon-Ramsey number SR(k) is defined as the minimum
n such that in every partition of [1, n] into k parts there is a part containing two pairs of
numbers with the same sum. In this note we recall what is known about these numbers and
study two of their generalizations.

1 Introduction

A subset S of an additive group G is called a Sidon set if the sums of any two elements (possibly equal)
of S are distinct. In other words, if x, y, z, w ∈ S satisfy

x+ y = z + w,

then {x, y} = {z, w}, which means that the equation above has only trivial solutions in S. For a given
X ⊂ G, an important problem is to determine the maximum size of a Sidon set contained in X. This
problem has been mainly studied when G = Z and X = [1, n]. We use F2(n) to denote the size of the
largest Sidon set contained in [1, n]. It is known that

n1/2(1 − o(1)) ≤ F2(n) ≤ n1/2 + 0.998n1/4. (1)

The upper bound has been progressively improved [9, 14, 7], the best being recently established by
Balogh, Füredi and Roy [2]. The lower bound may be inferred from several known constructions;
in particular the one provided by Singer concerning maximal Sidon sets in X = G = Zn, where
n = q2 + q + 1 and q is a prime power [20]. For more information about problems related with Sidon
sets the reader may consult the survey paper of O’Bryant [16].

As with many density theorems, there is a Ramsey version of the problem of maximizing the size
of a Sidon set. For a given positive integer k, a Sidon k-partition of X ⊂ G is a partition of X into k
parts, all of which are Sidon sets. Let SR(k) be the Sidon-Ramsey number, defined as the minimum
n such that there is no Sidon k-partition of [1, n]. This parameter can be found in different contexts
under different names. For instance, the existence of the Sidon-Ramsey numbers is a consequence of a
theorem of Rado [18] with the matrix




1 1 −1 −1 0 0
1 0 −1 0 1 0
1 0 0 −1 0 1


 ,
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where two new variables and two new equations are introduced to assure that no trivial solutions to the
equation x+ y = z + w are considered. Liang et al. [13] and Xu et al. [21], using computer assistance,
found the exact values of SR(k) for k ≤ 5 and gave specific bounds for k ≤ 19. They use the fact that
SR(k) can be bounded from above using the pigeonhole principle, that is,

SR(k) ≤ (t− 1)k + 1 for any k, t ≥ 2 satisfying (F2(t) − 1)/(t− 1) > k. (2)

In the following Theorem, we compute the upper bound implied by (2) and (1), and also use the
particular properties of the Sidon set constructed by Singer [20] to produce a lower bound for the
Sidon-Ramsey numbers. This is done using ideas similar to the ones used by Chung and Graham [5].
Its proof is almost identical to the proof of Theorem 2 below.

Theorem 1. Let k be a positive integer, then

k2 −O(kc) ≤ SR(k) ≤ k2 + Ck3/2 +O(k),

where c ≤ 1.525 depends on the distribution of the prime numbers and C can be taken close to 1.996
and depends on the best upper bound for Sidon numbers.

Therefore, the Sidon-Ramsey numbers SR(k) behave asymptotically as k2.
In this note we present a couple of generalizations of Theorem 1. In the first, we consider the Ramsey

analogue of a generalization of Sidon numbers called Bh sets. In the second, we consider the problem in
higher dimensions.

2 Bh-Ramsey numbers in N

A subset S of an additive group G is called a Bh-set if all sums of the form a1 + · · · + ah, where
a1, . . . , ah ∈ A, are distinct; note that a B2-set is a Sidon set. We use Fh(n) to denote the size of the
largest Bh-set contained in [1, n]. It is known that

(1 + o(1))n1/h ≤ Fh(n) ≤ chn
1/h. (3)

The lower bound was proved by Bose and Chowla [3], while the constant ch in the upper bound has
been successively improved [8, 12, 4, 6]. Currently, the best bounds are due to Green [11], who proved
that c3 < 1.519, c4 < 1.627 and ch ≤ 1/2e (h+ (3/2 + o(1)) ln(h)).

As with Sidon sets, we can define the Ramsey version of this problem. For a given positive integer k
and a subset X of an additive group G, a Bh k-partition of X is a partition of X into k parts, all of
which are Bh-sets. Let BRh(k) be the Bh-Ramsey number, defined as the minimum n such that there is
no Bh k-partition of [1, n].

The following theorem gives bounds for these numbers. The lower bound comes from considering
translates of the Bh-set constructed by Ruzsa (for h = 2) [19] and by Gómez-Trujillo (for h > 2) [10].
The upper bound can be derived from Green’s bound [11] and the pigeonhole principle.

Theorem 2. Let k be a positive integer, then

k
h

h−1 −O
(
k1+ c

h−1
)

≤ BRh(k) ≤ Chk
h

h−1 ,

where c ≤ 0.525 depends on the distribution of the prime numbers and Ch depends on the best upper
bound for Fh numbers.

Proof. To get the lower bound we use the construction on B2-sets from Ruzsa [19] and Bh-sets (for
h > 2) from Gómez and Trujillo [10]. Such constructions are given in Zph−p where p is a prime number.
Taking some translations of such sets we get a B2 p-partition of Zp2−p and Bh p

h−1 − 1-partition of
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Zph−p (for h > 2). Then we have partitions for the intervals [1, ph − p]. To get a result for intervals in
general, we use the fact that there is a prime number in the interval [x− x0.525, x] (see [1]).

We get an upper bound doing the computing given by the pigeonhole principle and the bounds in
equation (3).

Therefore, the Bh-Ramsey number BRh(n) behaves asymptotically as kh/h−1.

3 Higher dimensions

Another important task is to study Bh-sets in higher dimensions. For a fixed positive integer d
and integers n1 ≤ · · · ≤ nd, we denote by Fh(n1, . . . , nd) the largest cardinality of a Bh-set in the
d-dimensional box X = ∏d

j=1[1, nj ] ⊂ Zd.
There is a natural way to map one-dimensional Bh-sets to d-dimensional Bh-sets, which implies

Fh(n1 · · ·nd) ≤ Fh(n1, . . . , nd),

so the lower bounds in the d-dimensional problems come from the lower bounds of the one-dimensional
problems.

When n1 = · · · = nd = n and h = 2, i.e. Sidon sets in high dimensions, Lindström [15] proved that

F2(n, . . . , n) ≤ nd/2 (1 + o(1)) .

When h > 2, Rackham and Šarka [17] gave the best upper bound so far:

Fh(n, . . . , n) ≤





n
d
h t

d
h (t!)1/t +O

(
n

d2
h(d+1)

)
if h = 2t,

n
d
h t

d−1
h (t!) 2

h +O

(
n

d2
h(d+1)

)
if h = 2t− 1.

The best upper bound for the general case is due to Cilleruelo [7], he proved that

F2(n1, . . . , nd) ≤ N1/2
(

1 +O

((
Ns−1
N1/2

) 1
d−s+2

))
,

where N0 = 1, Ni = ∏i
j=1 nj for 1 ≤ i ≤ d, N = Nd and s is the least integer such that N1/2 ≤

nd−s+2
s Ns−1.
In order to provide lower bounds for the Bh-Ramsey numbers in boxes, we provide upper bounds for

Fh(n1, . . . , nd). For this we use two lemmas, the first is about additive energy and appears in [7]. Let
rX(g) = |{(x, y) : x, y ∈ X,x− y = g}|.

Lemma 3. Let G be an additive group and let A,B ⊂ G. Then

|A|2 ≤ |A+B|
|B|2

∑

g∈G

rA(g)rB(g).

The second lemma is a generalization of Lemmas 4.2.1 and 4.3.1 in [17].

Lemma 4. Let B = [0, i1 − 1] × [0, i2 − 1] × · · · × [0, id − 1].

1. If h = 2t then ∑

z∈Zd

rkA(z)rB(z) ≤ |B|2 +O(|B||A|h−1).
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2. If h = 2k − 1 then
∑

z∈Zd

rk∗A(z)rB(z) ≤ |A|
k

|B|2 +O(|B||A|h).

Using these lemmas together with techniques previously used by Cilleruelo [7] and Rackham and
Šarka [17] we obtain the following theorem.

Theorem 5. Let n1 ≤ n2 ≤ · · · ≤ nd be positive integers, set N0 = 1, Ni = ∏i
j=1 nj for 1 ≤ i ≤ d,

N = Nd, and let s be the least integer such that N1/h ≤ nd−s+2
s Ns−1. Then, for h ≥ 2,

Fh(n1, . . . , nd) ≤





(t!) 2
h t

d
hN

1
h

(
1 +O

((
Ns−1

N
1
h

) 1
d−s+2

))
if h = 2t,

(t!) 2
h t

d−1
h N

1
h

(
1 +O

((
Ns−1

N
1
h

) 1
d−s+2

))
if h = 2t− 1.

For the Ramsey version it is convenient to bound the size of the partition in terms of the dimensions
of the box. Let brh(n1, . . . , nd) be the largest positive integer k such that there is no Bh k-partition of∏

i≤d[1, ni]. In dimension d = 1, brh(n) is the counterpart of BRh(k) in the sense that brh(BRh(k)) = k.
The second result of this section is a lower and upper bound for brh(n1, . . . , nd).

Theorem 6. Let n1 ≤ n2 ≤ · · · ≤ nd be positive integers. Let N0 = 1, Ni = ∏
j≤i nj for 1 ≤ i ≤ d,

N = Nd, and s the least index such that N1/h ≤ nd−s+2
s Ns−1. Then

N
h−1

h

(
1 +O (N)

−1+c
h

)
≥ brh(n1, . . . , nd) ≥





N
h−1

h

(k!)
2
h k

d
h

(
1 −O

((
Ns−1

N
1
h

) 1
d−s+2

))
if h = 2k,

N
h−1

h

(k!)
2
h k

d−1
h

(
1 −O

((
Ns−1

N
1
h

) 1
d−s+2

))
if h = 2k − 1,

where c ≤ 0.525 depends on the distribution of the prime numbers.

Proof. The lower bound is obtained by using the pigeonhole principle with the bounds given in Theorem
5. The upper bound follows from the lower bound in Theorem 2 and the fact that any Bh k-partition
in [1, N ] can be mapped to a Bh k-partition in [1, n1] × · · · × [1, nd].

Therefore, the Bh-Ramsey number brh(n1, . . . , nd) behaves asymptotically as N (h−1)/h.
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Abstract

A random geometric graph Gd(n, r) is obtained by placing n vertices uniformly and
independently at random in the hypercube [0, 1]d and joining two vertices by an edge if
the distance between them is at most r. We study the problem of the containment of k-th
powers of Hamilton cycles in the union of Gd(n, r) with an n-vertex graph Hn with minimum
degree αn. For all values of k, d and α, we provide asymptotically optimal values for r
which ensure the union contains the k-th power of a Hamilton cycle with high probability.
Our result implies asymptotically optimal conditions for the containment of other spanning
structures.

1 Introduction

The theory of randomly perturbed graphs has been quickly developing in the last few years as a way to
interpolate between extremal results and results about random graphs. For instance, a classical theorem
of Dirac asserts that every graph H on n ≥ 3 vertices with minimum degree δ(H) ≥ n/2 contains a
Hamilton cycle (this minimum degree condition cannot be improved), and Pósa proved that there exists
some contant C such that, if p ≥ C logn/n, then a.a.s. (that is, with probability tending to 1 as n → ∞)
G(n, p) contains a Hamilton cycle (and this is false if p ≤ (1 − ε) logn/n). Interpolating between these
results, Bohman, Frieze and Martin [5] showed that, for any α ∈ (0, 1/2), there exists some constant
C = C(α) such that, if p ≥ C/n, then, for any n-vertex graph Hn with minimum degree δ(Hn) ≥ αn,
a.a.s. Hn ∪G(n, p) contains a Hamilton cycle. Note that the required p is improved by a logarithmic
factor with respect to what is required in the purely random setting.

Since the seminal result of Bohman, Frieze and Martin [5], a lot of research has been devoted to
understanding the behaviour of randomly perturbed graphs, especially with respect to the containment
of different spanning structures (see, e.g., [1, 2, 4, 6, 7, 8, 9, 10, 12, 15, 16, 19, 20, 22]). All of these
papers consider graphs H perturbed by a binomial random graph G(n, p) or its Erdős-Rényi counterpart
G(n,m). Only very recently some authors started considering perturbations coming from other random
graph models, such as random regular graphs or random geometric graphs. In this paper, it is the latter
model that we are interested in.

For n, d ∈ N and r > 0, a random geometric graph Gd(n, r) is a graph on vertex set [n] := {1, . . . , n}
obtained as follows. Let X1, . . . , Xn be independent uniform random variables on [0, 1]d. Then, we
take {{i, j} ∈ [n](2) : ∥Xi −Xj∥ ≤ r} to be the edge set of the random graph, where ∥·∥ denotes the
Euclidean norm. (We remark that the same graph model may be defined for other norms; all our results
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PE 2299/3-1.
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extend to all ℓp norms with 1 ≤ p ≤ ∞.) Dı́az, Mitsche and Pérez-Giménez [11] showed that there exists
a constant C such that, if r ≥ C(logn/n)1/2, then a.a.s. G2(n, r) contains a Hamilton cycle (in fact,
they determined the best possible C). Their result was strengthened and extended to all fixed d ≥ 2
independently by Balogh, Bollobás, Krivelevich, Müller and Walters [3] and by Müller, Pérez-Giménez
and Wormald [21], proving that r ≥ C(logn/n)1/d suffices for Gd(n, r) to a.a.s. contain a Hamilton
cycle (where C depends on d). The same result also holds when d = 1. Espuny Dı́az [13] later provided
a result analogous to that of Bohman, Frieze and Martin [5] when the random perturbation is given by
a random geometric graph. Given an n-vertex graph Hn, we label its vertices with [n] and consider
the randomly perturbed graph Hn ∪Gd(n, r) with edge set E(Hn) ∪ {{i, j} ∈ [n](2) : ∥Xi −Xj∥ ≤ r}.
Espuny Dı́az [13] showed that, for any α ∈ (0, 1/2) and d ≥ 1, there exists some contant C = C(α, d)
such that, if r ≥ Cn−1/d, then for any graph Hn with minimum degree δ(Hn) ≥ αn a.a.s. Hn ∪Gd(n, r)
contains a Hamilton cycle. Similarly to the result of Bohman, Frieze and Martin, this improves upon
the threshold in the purely random setting by a logarithmic factor.

In this paper, we present further results about graphs perturbed by a random geometric graph. In
particular, we consider powers of Hamilton cycles (the k-th power of a cycle is obtained by adding an
edge between any two vertices whose graph-distance in the cycle is at most k). Powers of Hamilton
cycles have received much attention in the literature. In the extremal setting, Komlós, Sárközy and
Szemerédi [17, 18] proved that, for n sufficiently large, any n-vertex graph H with minimum degree
δ(H) ≥ kn/(k + 1) contains the k-th power of a Hamilton cycle. In the purely random setting, for all
d, k ≥ 1 there exists some constant C = C(d, k) such that, if r ≥ C(logn/n)1/d, then a.a.s. Gd(n, r)
contains the k-th power of a Hamilton cycle (this follows trivially from the results about Hamiltonicity
and the triangle inequality: indeed, if Gd(n, r) contains a Hamilton cycle, then Gd(n, kr) must contain
its k-th power). Our main result interpolates between these two.

Theorem 1. For any α ∈ (0, 1) and any positive integers d and k, there exists a constant C such that
the following holds. For any n-vertex graph Hn with minimum degree δ(Hn) ≥ αn, if r ≥ Cn−1/d, a.a.s.
Hn ∪Gd(n, r) contains the k-th power of a Hamilton cycle.

For each positive k, this result is best possible for all α ∈ (0, k/(k + 1)). Indeed, one may consider
the complete (k + 1)-partite graph Hn were one part has size max{0, (α − 1)k + 1}n and all other
parts have the same size. A moment of thought reveals that this graph cannot contain the k-th power
of a Hamilton cycle unless linearly many edges are added to it. And it is not hard to show that, if
r = o(n−1/d), then Gd(n, r) will not contain sufficiently many edges for this to hold.

It is worth comparing Theorem 1 with the results about powers of Hamilton cycles in graphs perturbed
by G(n, p). There have been several papers exploring the extent to which powers of Hamilton cycles
appear in randomly perturbed graphs for different ranges of α and p [1, 2, 7, 10, 12], but so far we do
not have a full answer as to what the best possible asymptotic value of p is for each k and α. The full
picture is only known for k = 2 [10], and it turns out that the necessary p presents ‘jumps’ as a function
of α (and, in fact, it presents infinitely many such ‘jumps’). One should expect a similar behaviour for
higher values of k. In contrast to this, our result shows that random geometric graphs present a simpler
behaviour, and completely solves the problem in this setting.

2 Ideas of the proof of Theorem 1

Due to the space limitations, we cannot show all the details of the proof. We thus explain the main
ideas, and hope that they can paint a picture of the proof. The details can be found in the full version
of this paper [14]. Let us begin by describing a direct proof of the fact that, if r ≥ C(logn/n)1/d for
some sufficiently large C = C(k, d), then a.a.s. Gd(n, r) will contain the k-th power of a Hamilton cycle.

Fix some k ≥ 1 and d ≥ 1, let r = C(logn/n)1/d (where C will be chosen later), and consider the
hypercube [0, 1]d. We partition this hypercube into smaller hypercubes of side s, where we take s = 1/m
for some integer 2d/r ≤ m ≤ 2d/r + 1. We refer to the resulting subhypercubes as cells. Our choice
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of s guarantees that [0, 1]d is indeed partitioned into hypercubes and that, for any two resulting cells
c1 and c2 which share at least one point in their boundaries (in which case we say that c1 and c2 are
friends), any two points x, y ∈ c1 ∪ c2 satisfy that ∥x− y∥ ≤ r.

Consider the random variables X1, . . . , Xn which determine our random geometric graph. For each
of the cells, the number of vertices whose position is assigned to some point inside the cell is given by a
binomial random variable Bin(n, sd). (Note that the probability that any point lies in the boundary of
a cell is 0, hence we will assume that this is not the case throughout.) By using standard concentration
inequalities and a union bound, we may show that, if C is taken to be sufficiently large, a.a.s. every cell
will contain at least 2k vertices. Condition on this event. From now on, the proof is purely deterministic.

Consider an auxiliary graph Γ whose vertex set is the set of cells. Two cells are joined by an edge in
Γ if they are friends. By definition, Γ has a grid-like structure. In particular, we may find a spanning
path in Γ. We use this path to construct the desired k-th power of a Hamilton cycle. Indeed, use the
spanning path to label the cells of Γ as c1, . . . , cs−d . We define a Hamilton cycle on the vertices of the
random graph as follows. Let P0 be empty. For each i ∈ [s−d], choose an arbitrary set of k vertices
inside ci and add them to Pi−1, in an arbitrary order, to create a longer path Pi. Recall that this is
indeed a path by the definition of the cells. By the end of this step, we have a path of length ks−d.
Now, for each i ∈ [s−d], add all the remaining vertices in cs−d−i+1 to Ps−d+i−1, in an arbitrary order, to
create a longer path Ps−d+i. Recall that, by the event we conditioned upon, we are guaranteed that
at least k vertices are added to the path in each step. At the end of this process, the resulting path
P2s−d contains all n vertices, and we may close it into a Hamilton cycle C. Furthermore, since at least
k vertices were added to the path in every one of the steps above, we are guaranteed that, for every
vertex v in the cycle, the following k vertices in C are either in the same cell as v or in one of its friends.
This guarantees that Gd(n, r) actually contains the k-th power of C.

While we have chosen a spanning path in Γ to construct our Hamilton cycle C, we remark that, in
fact, any spanning tree of Γ may be used. Given any tree, the labelling of the cells can be obtained via
a depth-first search, and then a modified version of the algorithm we have described can be used to
ensure that all cells are traversed and obtain a Hamilton cycle C. In this setting, cells may be visited
more than twice, though, so we need to ensure that every cell contains sufficiently many vertices. The
needed number of vertices is at most 2∆k, where ∆ is the maximum degree of the chosen tree, so it
suffices to guarantee that every cell contains at least that many. By adjusting the value of C, we can
guarantee that this will be true in all cells; the fact that the maximum degree of Γ is bounded by a
function of d allows this to work for any given subtree of Γ.

Let us now consider the setting of randomly perturbed graphs. We want to largely mimic the ideas
of the previous proof. In particular, once we fix r = Cn−1/d (for some constant C to be defined), we
split [0, 1]d into cells of side s, with s defined as above. If we could prove in this setting that every cell
will contain at least 2k vertices, we would be able to proceed exactly as above. This, however, is not
the case: a.a.s. there will be some cells which contain fewer than 2k vertices, and even some empty cells.
Thus, we split our cells into two types: those that contain at least R vertices, called dense cells, and
those that contain fewer, called sparse cells. Here, R is a sufficiently large constant that will guarantee
that our process works. By adjusting the value of C and applying martingale concentration inequalities,
we can show that a.a.s. the number of sparse cells is at most βn, where β > 0 is a constant that we can
make as small as we want by adjusting C.

Consider now an auxiliary graph Γ. It is defined in a similar way as it was in the denser setting above,
with the difference that its vertex set is restricted exclusively to the set of dense cells. The resulting
graph need not be connected, but we can show that it will not have too many connected components:
upon conditioning on the number of sparse cells being bounded as above, the number of components of
Γ can be bounded by γn, where again γ > 0 can be taken arbitrarily small by adjusting the value of C.
We now may take an arbitrary spanning tree of each of the connected components and, by the choice of
R, use the algorithm above to construct the k-th power of a cycle containing all the vertices that lie in
this component. Overall, this allows us to incorporate most of the vertices into k-th powers of cycles.
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This is, however, far from our goal: not all vertices lie in the structure that we have constructed, and we
would like to have a unique Hamilton cycle whose k-th power is contained in the graph. In order to find
our desired spanning structure, we will need to use the edges of the fixed graph Hn with δ(Hn) ≥ αn.
We need to achieve two things: first, we need to incorporate all the remaining vertices into our structure;
second, we need to graft together the different powers of cycles which we have obtained throughout.

Let us focus first on the remaining vertices. The idea to deal with these is quite simple. Assume that
v lies in a sparse cell (all vertices in dense cells are already part of some cycle). If we can find a dense
cell which contains at least 2k Hn-neighbours of v, then, when constructing the cycle containing these
vertices, we can make it so that these 2k vertices appear consecutively (recall that, when constructing
the spanning cycle in a component of dense cells, we have a lot of freedom; in particular, recall that
the vertices which were chosen and their order could be arbitrary, so we are simply now restricting the
choices to suit us). Once this is achieved, we can simply ‘insert’ v into the spanning structure. After
this is done for every vertex in a sparse cell, we have a spanning structure consisting of a union of k-th
powers of cycles.

Of course, if done greedily, we might run into some issues. For instance, we might choose the same set
of 2k neighbours for two distinct vertices v1 and v2 in sparse cells; if this occurs, we might not be able
to proceed, since there is no guarantee that v1 and v2 are joined by an edge in Hn. In order to avoid
this problem, we will make sure that all the sets of vertices which we choose are disjoint; we achieve this
by making sure that no dense cell is ‘used’ more than once. Indeed, for each vertex v, we say that a cell
is v-dense if it contains at least 2k Hn-neighbours of v, and say that it is v-sparse otherwise. Using
martingale inequalities and adjusting again the value of C, we can show that, for every v, the number
of v-sparse cells is at most δn, where we can make δ > 0 arbitrarily small. Since there are ‘few’ vertices
in sparse cells, this will allow us to use a different dense cell to incorporate each vertex in a sparse cell
into one of the powers of cycles.

Lastly, it remains to combine all the powers of cycles we have into a single spanning k-th power of
a cycle. In order to achieve this, we follow an idea similar to what we did for vertices in sparse cells
(though a bit more involved). Indeed, consider one of the at most γn components of Γ. All vertices
which lie in the cells of this component are contained in one of the cycles we have constructed. Say that
we want to combine this cycle with a different one. Suppose that we can find a cell c in the chosen
component of Γ and a different dense cell c′ outside this component satisfying the following: c and c′

contain sets of 2k vertices such that Hn spans a complete bipartite graph between these two sets. If this
is the case, we can adapt the construction of the k-th power of cycles in the components containing c
and c′ to guarantee that the respective sets of 2k vertices will appear consecutively in each cycle. Once
the cycles are constructed this way, we can use the edges of the complete bipartite graph to join the two
structures into a unique k-th power of a cycle, by using the edges of Hn to go from the first k vertices
in c to the first k in c′, then following the cycle in the component containing c′ until we reach the last
k vertices in c′, and then using the edges of Hn to join to the last k vertices in c. If we could do this
iteratively until only one structure remains, we would be done.

In order to show that we may indeed follow this process, we need to further classify our cells. For
any dense cell c, we say that another cell c′ is c-dense if we can find our desired complete bipartite
graph between these two cells. Otherwise, we say c′ is c-sparse. (Our definitions here are actually more
technical, but we avoid the details for clarity.) Using martingales and some simple arguments about
subgraphs in dense graphs, and adjusting the value of C once more, we can show that, for every dense
cell c, the number of c-sparse cells is at most εn, where ε > 0 can be made arbitrarily small. Using
this fact, we may now iteratively join the different structures that we have constructed so far. Indeed,
we may always choose a cycle containing fewer than half of the cells to join to some other cycle; since
there are very few c-sparse cells, we are guaranteed to find a c-dense cell outside the component we are
considering. As earlier, in order to guarantee that our process will work, we must make sure that the
sets of vertices where we use edges of Hn do not intersect (and we also want these to be disjoint from
those we used while incorporating the vertices in sparse cells). But, since there are very few components
and very few c-sparse cells for each c, this can be achieved.
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and very few c-sparse cells for each c, this can be achieved.

3 Applications

As a direct application of Theorem 1, we can obtain asymptotically optimal bounds for randomly
perturbed graphs to contain other spanning structures. This allows us to extend several other lines of
research in randomly perturbed graphs into the setting where the perturbation is given by a random
geometric graph. These results follow directly from the fact that many spanning structures of interest
are contained in some power of a Hamilton cycle.

This is the case, for instance, for F -factors, for any fixed graph F . (A graph G contains an F -factor
if it contains a union of vertex-disjoint copies of F covering all vertices of G.) Indeed, given any fixed
graph F and a Hamilton cycle, there must exist some k ∈ N such that any |V (F )| consecutive vertices of
the Hamilton cycle span a copy of F in its k-th power. Therefore, the following result is an immediate
consequence of Theorem 1.

Corollary 2. For every fixed graph F , every α ∈ (0, 1), and every positive integer d, there exists a
constant C such that the following holds. For any n-vertex graph Hn with minimum degree δ(Hn) ≥ αn
and n divisible by |V (F )|, if r ≥ Cn−1/d, a.a.s. Hn ∪Gd(n, r) contains an F -factor.

This result is asymptotically optimal for some (but possibly not the whole) range of α (see [14, Section
4]). This extends results of [4, 8, 9, 15] to graphs perturbed by random geometric graphs.

As a different application, we consider 2-universality, that is, the property of containing every n-vertex
graph of maximum degree at most 2 as a subgraph. For graphs perturbed by G(n, p), this problem has
been considered in [10, 22]. Since the square of a Hamilton cycle is 2-universal, Theorem 1 immediately
implies the following result.

Corollary 3. For every α ∈ (0, 1) and every positive integer d, there exists a constant C such that, if
Hn is an n-vertex graph with minimum degree δ(Hn) ≥ αn and r ≥ Cn−1/d, then a.a.s. Hn ∪Gd(n, r)
is 2-universal.

This result is asymptotically optimal for all α ∈ (0, 2/3) and completely resolves the problem of
2-universality in graphs perturbed by a random geometric graph.

In more generality, our main result may be applied to obtain any spanning structure which is contained
in the k-th power of a Hamilton cycle, for some sufficiently large (but fixed) k. Moreover, contrary to
other settings (such as in graphs perturbed by G(n, p)), the results obtained are asymptotically optimal
for most such spanning structures, for some range of α.

References

[1] S. Antoniuk, A. Dudek, C. Reiher, A. Rucinski, and M. Schacht. “High powers of Hamiltonian
cycles in randomly augmented graphs”. In: Journal of Graph Theory 98 (2021), pp. 255–284.
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Abstract

Given a fixed graph H and an n-vertex graph G the H-bootstrap percolation process of
H on G is defined to be the sequence of graphs Gi, i ≥ 0 which starts with G0 := G and
in which Gi+1 is obtained from Gi by adding every edge that completes a copy of H. This
process is an example of a cellular automata and has been extensively studied since being
introduced by Bollobás in 1968. Recently, Bollobás raised the question of determining the
maximum running time of this process, over all choices of n-vertex graph G. Here, the
running time of the process is number of steps t the process takes before stabilising, that
is, when Gt = Gt+1. Recent papers of Bollobás–Przykucki–Riordan–Sahasrabudhe, Matzke
and Balogh–Kronenberg–Pokrovskiy–Szabó have addressed the case when H is a clique,
and determined the asymptotics of this maximum running time for all cliques apart from
K5. Here, we initiate the study of the maximum running time for other graphs H and
provide a survey of our new results in this direction. We study several key examples, giving
precise results for trees and cycles, and giving general results towards understanding how
the maximum running time of the H-bootstrap percolation process depends on properties
of H, in particular exploring the relationship between this graph parameter and the degree
sequence of H. Many interesting questions remain and along the way, we indicate some
directions for future research.

1 Introduction

In 1968, Bollobás [7] introduced the notion of weakly saturated graphs. For a graph G, let nH(G)
denote the number of copies of H in G. Then Bollobás defined an n-vertex graph G to be weakly
H-saturated if there exists some ordering e1, . . . , eℓ ∈ E(Kn) \E(G) of the non-edges of G such that for
i = 1, . . . , ℓ, one has that nH(G∪{e1, . . . , ei}) > nH(G∪{e1, . . . , ei−1}). In words, adding the non-edges
to G according to some order gives new copies of H at every step. Bollobás [7] asked the extremal
question of determining the weak saturation number of H, that is, the minimum number of edges of an
n-vertex weakly H-saturated graph, which we denote here by wsatH(n). In particular, he was interested
in cliques and conjectured that wsatKr (n) =

(n
2
)− (n−r+2

2
)
. This was proved independently by Alon [2],

Frankl [10] and Kalai [12]. We remark that the extremal construction of a weakly saturated graph with
wsatKr (n) edges is given by removing a clique with n− r + 2 vertices from Kn. There has since been a
wealth of results exploring weak saturation numbers and variants.
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As noted by Bollobás, an equivalent way to define weak saturation is via the following dynamic
process. Fix some n-vertex graph G. Then the H-bootstrap (percolation) process (Gi)i≥0 with initial
graph G is defined as follows. Fix G0 = G and for i ≥ 1, let Gi be defined on the same vertex set as G
such that

E(Gi) := E(Gi−1) ∪ {e ∈ E(Kn) \ E(Gi−1) : nH (Gi−1 ∪ {e}) > nH(Gi−1)} .

Note that this process will stabilise at some point with G̃ = Gt = Gt+1 = · · · for some n-vertex G̃ and
t ∈ N. We call G̃ the final graph of the process. Note also that a graph G is weakly H-saturated if and
only if the H-bootstrap process with initial graph G has final graph Kn, in which case we say the process
percolates. Viewing weak saturation in this way links the notion to the study of cellular automata, a deep
topic introduced by von Neumann (see [17]) following a suggestion of Ulam [16]. Indeed, the general
setup of a cellular automata is to study the spread of a virus through a (hyper-)graph where some
vertices are initially infected and the virus is passed on to other vertices at each time step according to
some local homogeneous rule. By considering the hypergraph whose vertex set is E(Kn) and whose edge
set encodes copies of H, one can view the H-bootstrap process as a cellular automata. The literature
on cellular automata is vast and the topic has been studied from many different perspectives as the
concept can describe important processes occurring in physics, sociology and computer science (see for
example [1]).

In recent years, this study has become prominent in extremal and probabilistic combinatorics with
techniques from these areas being successfully applied to address key problems from other areas (see for
example the very nice survey of Morris [14]) as well as new lines of research in combinatorics being
motivated from this connection. In particular, inspired by analogous questions for similar automata
studied in physics [9], Balogh, Bollobás and Morris [3] initiated the study of the H-bootstrap process
(and coined this terminology) when the starting graph G is the random graph Gn,p and asked for the
threshold probability at which the process with initial graph Gn,p percolates. This has become a central
theme in the study of graph percolation.

1.1 The running time of bootstrap processes

As discussed above, most of the research on the graph bootstrap percolation process has focused on
whether or not the process percolates. Adopting the cellular automata view of a virus spreading, this
translates to asking whether or not the virus will reach the whole population, which is certainly a natural
line of investigation. In this abstract we will rather be interested in how long the virus will spread for,
a question which one could also imagine being important in applications. This perspective, however,
has been considerably less explored until recently. We mention results of Benevides and Przykucki [6,
15] studying the running time of graph neighbourhood percolation, a cellular automata closely related
to the H-bootstrap process, and work of Gunderson, Koch and Przykucki [11] studying how long the
H-bootstrap process lasts when the initial graph is random.

Here, we define the running time of the H-bootstrap process (Gi)i≥0 with initial graph G to be
τH(G) := min{t ∈ N : Gt = Gt+1}, the time at which the process stabilises. Recently, Bollobás posed
the natural extremal question of determining the maximum running time of the H-bootstrap process.

Definition 1. For n ∈ N, we define MH(n) to be

MH(n) := max
|V (G)|=n

τH(G),

the maximum running time of the H-bootstrap process over all choices of initial graph G with n vertices.

Before stating the known results in this direction, we make some initial observations. Firstly, note
that to study maximum running time, we no longer care if the bootstrap process percolates or not. It
could be that the initial graph G that maximises the running time of the process, gives a process which
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has a final graph which is incomplete. It is also worth noting that the extremal graph for the weak
saturation numbers discussed in the opening paragraph of this introduction are poor candidates for
having a long running time. Indeed, although they maximise the number of missing edges, the process
stabilises in just one step!

The initial focus of research into maximum running times has been the case when H is a clique. When
H = K3 and G is a path with n vertices, one can see that τH(G) = ⌈log2(n)⌉ as the distance between
any pair of non-adjacent vertices halves at each step. Moreover, this happens for any pair of vertices in
each connected component of any initial graph and as the n-vertex path maximises the diameter of an
n-vertex graph, we have τH(G) ≤ ⌈log2(n)⌉ for all n-vertex G and hence MH(n) = ⌈log2(n)⌉. For K4,
the maximum running time is much larger. The following was shown by Bollobás, Przykucki, Riordan
and Sahasrabudhe [8] and, independently, by Matzke [13].

Theorem 2. The maximum running time of the K4-bootstrap process in MK4(n) = n− 3, for all n ≥ 3.

Bollobás, Przykucki, Riordan and Sahasrabudhe [8] realised that the running times could be even
longer for Kr-processes as r grows and they gave constructions showing that MKr (n) ≥ n2−λr−o(1) for
r ≥ 5, where λr is some explicit constant such that λr → 0 as r → ∞. However the same authors
believed that there was a limit to how long the the Kr-bootstrap process could last and conjectured
that for all r ≥ 5, MKr (n) = o(n2). It turns out that this conjecture was in fact false. Indeed, Balogh,
Kronenberg, Pokrovskiy and the third author [4] of this abstract proved the following.

Theorem 3. For all r ≥ 6, we have that MKr (n) ≥ n2

2500 .

In contrast to the construction of Bollobás et al., which was probabilistic in nature, the authors
of [4] used an explicit construction to achieve Theorem 3. Interestingly, the construction could not
be pushed to give quadratic time for K5, but they could show that MK5(n) ≥ n2−o(1). Intriguingly,
this lower bound comes from a connection to arithmetic number theory and in fact they show that
MK5(n) ≥ Ω(nr3(n)), where r3(n) denotes the size of the largest set in [n] which contains no 3-term
arithmetic progressions (configurations of the form a, a + b, a + 2b for a, b ∈ N \ {0}). A famous
construction of Behrend [5] gives that r3(n) ≥ n1−O(1/

√
log n), whilst it is well-known that r3(n) = o(n),

as was originally shown by Roth in 1953. Determining the asymptotics of MK5(n), and in particular, if
it can be quadratic or not, remains a very interesting open problem.

The remainder of this extended abstract will be concerned with exploring the behaviour of the
function MH(n) for graphs H which are not complete. All the results stated are novel and due to the
authors. We believe that there are many interesting directions to explore in this area. We aim to give
an overview of our findings, highlight interesting connections with other lines of research, and pose
questions for further research. Whilst some short proofs and proof sketches are given, full proofs are
omitted and will appear in forthcoming papers.

2 Trees and Cycles

We begin by studying some sparse graphs H, addressing the case when H is a tree or a cycle. First, let
us look at the simple example of H being a star.

Example 4. For t ∈ N and n sufficiently large, we have that MK1,t−1(n) = t− 1.

Proof. In the K1,t−1-process (Gi)i≥0 with some arbitrary initial graph G, we say a vertex is universal
at time i if it is connected to all other vertices in Gi and we call it central at time i if it plays the role
of the centre of a copy of a star that lies in Gi but not in Gi−1. Note that if a vertex is central at time
i then it is universal at time j for all j ≥ i and hence cannot be central at some time k > i. Hence at
every step i, if Gi ≠ Gi−1, then there is some vertex v that is central (and hence universal) in time i
that was not universal at time i− 1. Therefore, if τK1,t−1(G) ≥ t− 2, then Gt−2 contains at least t− 2
universal vertices and Gt−1 must be a complete graph. This shows that MK1,t−1(n) ≤ t− 1.
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The lower bound is attained when G the disjoint union of the stars K1,s , 1 ≤ s ≤ t− 2 and n− (t
2
)

+ 1
isolated vertices. For this initial graph G, the process runs for t − 1 steps before stabilising at the
complete graph. At each time step, one vertex becomes univeral and the degree of all other vertices
(which are not already universal or already adjacent to the central vertex) increases by 1.

In our first main result we explore the behaviour of MT (n) for an arbitrary tree T by showing that the
running time of the T -bootstrap process is constant. That is, the maximum running time is independent
of the number of vertices of the initial graph G and can be bounded by a function which depends only
on the tree T itself. Specifically, we show the following.

Theorem 5. There exists a constant C such that for any t-vertex tree T and n ∈ N, we have that
MT (n) ≤ Ct2.

As in Example 4, our proof of Theorem 5 relies on vertices that become (almost-)universal. For
example, the vertices that play the role of the neighbour of a leaf of T in some copy of T during the
process will become almost universal, as in the next step they will be adjacent to all vertices not in the
copy of T . Once enough almost universal vertices have been found, one can use them to easily find
copies of T and prove that the process reaches the complete graph. There are many subtleties that
arise when working through the details and a very careful analysis is necessary, in particular to achieve
an upper bound with a reasonable dependence on the number of vertices t of the tree. We believe that
the quadratic dependence given in Theorem 5 may not be optimal and pose the question of finding the
longest running time over all choices of trees T . A lower bound is given by the linear running time for
the star in Example 4.

Question 6. For t ∈ N (and n ∈ N large) what is the maximum of MT (n) over all choices of tree T
with t vertices?

For cycles, we determine the precise maximum running time, giving the first infinite family of graphs
H for which MH(n) is completely determined.

Theorem 7. For 3 ≤ k ∈ N and n sufficiently large, we have that

MCk
(n) =

{⌈
logk−1(n+ k2 − 4k + 2)

⌉
, k odd ;

⌈
logk−1

(
2n+ k2 − 5k

)⌉
, k even .

As with K3 = C3, the logarithmic running time for odd cycles Ck stems from the distance between
two vertices being divided by k − 1 at each step, and the n-vertex path provides a construction that
maximises the running time. In order to obtain the precise running time, we need to understand fully
the ‘gaps’; the non-edges that last the longest in the process. This leads to an arithmetic problem
and k2 − 4k + 2 is in fact the largest natural number that cannot be expressed as an integral linear
combination of k − 2 and k with non-negative coefficients. This is what is known as the Frobenius
number of k − 2 and k, an important concept in the study of numerical semigroups. Although the
results (and proofs) for the cases of odd and even cycles are similar, we see a different behaviour which
arises due to the fact that even cycles are bipartite. Indeed, note that for a bipartite graph H (that
is 2-edge connected) and an initial graph that is also bipartite, the H-bootstrap process will remain
bipartite throughout. By choosing an initial graph that is almost bipartite, this parity issue can be
manipulated to affect the running time and understanding the effect of this is the crucial challenge to
determining the running time for the even cycles. Indeed, the extremal construction for even cycles is a
triangle with a long path appended to one of its vertices (for certain n ∈ N this construction actually
needs to be tweaked slightly but is very similar in flavour).
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3 Graphs with vertices of small degree

In the previous section, we saw how the maximum running times of trees is at most constant (in n),
whilst cycles give a logarithmic maximum running time. It turns out that these fast running times are
rare and rely on the simple degree structure of the graphs considered. Indeed, our next result shows
that low degree vertices are necessary in order to have a fast maximum running time.

Theorem 8. Let H be a connected graph with minimum degree δ(H) ≥ 2 and maximum degree
∆(H) ≥ 3. Then MH(n) = Ω(n).

Our construction for Theorem 8 is similar to the construction used to show linear running time for
K4. The initial graph is given by a small clique (of size v(H) − 1) appended to a graph G′ with bounded
maximum degree, and in fact bounded bandwidth. That is, there is some linear order σ on the vertices of
G′ such that all the neighbours of a vertex v are close to v according to σ. We also take G′ to have large
girth (the length of the smallest cycle in G′). For example in the case when δ(H) = 2, G′ is simply a
long path. As the bootstrap process runs, the clique that we start with grows, swallowing up each of the
vertices of G′ along the ordering of its vertices. However, by appealing to the bounded bandwidth and
large girth of G′, we can bound how fast the clique grows, showing that it only reaches some constant
number of further vertices with each step and the other vertices of G′ will remain untouched.

Theorem 8 shows that small degrees are necessary for fast running time. However, our next result
shows that they are not sufficient and we give a graph H with linear running time and small degrees.

Proposition 9. There exists a graph H with δ(H) = 1 and ∆(H) = 3 such that MH(n) = Ω(n).

Given the use of (almost-)universal vertices in our proof of the running time of trees, Proposition 9
may seem quite surprising. Our construction of H is explicit and can be split into a vertex v and
two subgraphs H1 and H2 such that H1 is attached to v (the degree 1 vertex) and H1 and H2 are
attached by a single edge. The key to the construction is that we choose H1 to be non-bipartite whilst
H2 is bipartite (and 2-connected). By choosing an initial graph G with one copy of H1 and the rest
of the graph G being bipartite, we can force that the H-bootstrap process on G essentially mimics
the H2-process on G \H1. Due to the fact that the Gi \H1 will remain bipartite, we can ensure that
no further copies of H1 occur and in every copy of H in the process, the H1 part of H is fixed. This
guarantees that the (unique) almost universal vertex will not be used elsewhere.

4 Dense graphs

So far, we have focused on graphs H for which the running time is fast. We can also look at the other
extreme. The next result shows that when H is very dense, we can find initial graphs for which the
running time is asymptotically maximal. The construction of the initial graph here builds on the ideas
of Balogh, Kronenberg, Pokrovskiy and the third author in proving Theorem 3

Theorem 10. Let H be a k-vertex graph with at least 6 vertices such that δ(H) ≥ 3k/4. Then
MH(n) = Ω(n2).

Theorem 10 suggests the following extremal question.

Question 11. For large k ∈ N, what is smallest minimum degree condition on a k-vertex H that
guarantees that MH(n) is quadratic in n?

In order to understand whether a H-bootstrap process can have quadratic running time, we give the
following general result, which links MH(n) to the Turán number of H, which we denote by ex(n;H),
the largest number of edges in a H-free n-vertex graph.

Proposition 12. For any connected graph H, we have that MH(n) ≤ 2ex(n;H).
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Proof. Set h := |E(H)|. Let G be a graph on n vertices with τH(G) = MH(n), and let (Gi)i≥0
be the H-bootstrap process with initial graph G. For 0 ≤ j ≤ ⌊MH(n)/2⌋ choose an edge ej from
E(G2j)\E(G2j−1). The graph with vertex set V (G) and edge set {e0, . . . , e⌊MH(n)/2⌋} is H-free: Suppose
it contained a copy H ′ of H with edges ej1 , . . . , ejh

where j1 < . . . < jh. Then H ′ − ejh
is a copy of H−

in G2jh−1 , so by definition of the H-process, ejh
would be present in G2jh−1+1, which contradicts the

choice of ejh
.

The well-known Erdős-Stone-Simonovits theorem from Turán theory, implies that for any bipartite
graph H, one has that ex(n;H) = o(n2) and hence MH(n) = o(n2) due to Proposition 12. In particular,
this gives a lower bound of k/2 for Question 11 by considering a complete bipartite graph H = Kk/2,k/2.
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Percolation. Proceedings of the American Mathematical Society. To appear.

[5] F. A. Behrend. “On sets of integers which contain no three terms in arithmetical progression”. In:
Proceedings of the National Academy of Sciences of the United States of America 32.12 (1946),
p. 331.

[6] F. Benevides and M. Przykucki. “Maximum percolation time in two-dimensional bootstrap
percolation”. In: SIAM Journal on Discrete Mathematics 29.1 (2015), pp. 224–251.

[7] B. Bollobás. “Weakly k-saturated graphs”. In: Beiträge zur Graphentheorie (Kolloquium, Manebach,
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Abstract

A graph homomorphism can be realized as a sequence of vertex identifications followed
by suppression of multiple edges. We extend this notion to cellularly embedded graphs in
closed surfaces (maps) in a way that preserves both the combinatorial structure of the graph
and the topological structure of the surface. By restricting vertex identifications to those
that can be performed while respecting the surface topology, we obtain a definition of map
homomorphism that preserves genus and orientability. Such notions as the core of a graph
and the homomorphism order are then extended to maps. We characterize map cores via a
combinatorial formulation of some contractible curves on the surface in which the graph is
embedded. We also show that, in contrast to graph homomorphisms, the poset of map cores
ordered by the existence of a homomorphism does not contain any dense interval (so it is
not universal for countable posets), and give examples of a pair of cores with an infinite
number of cores between them and of an infinite chain of gaps.

1 Introduction

Maps can be defined topologically or combinatorially. Perhaps the most familiar definition is that of a
graph cellularly embedded in a closed surface (orientable or non-orientable, without boundary); when a
graph is disconnected, each connected component is embedded in its own surface. Vertices are points
and edges are simple curves whose endpoints are vertices (for a loop, the endpoint is a distinguished
point of a simple closed curve); these simple curves only meet at endpoints, and when the points and
curves representing the vertices and edges of the graph are removed, each of the connected components
that remain is homeomorphic to an open disk and corresponds to a face of the map. The degree of
a face is the number of edges traversed when walking around it, any edges that are revisited being
counted twice.

The equivalence class of maps up to homeomorphism of the surface is captured well by the definition
of a map as a “combinatorial embedding”: A map is a tuple (C,α0, α1, α2) in which C is a finite set,
whose elements are called crosses, α0, α1, α2 are involutions on C without fixed points, and α0 and
α2 commute. The tuple (C,α0, α1, α2) is also specified by C, the involutions α0, α2 and either the
permutation τ = α1α2 or the permutation ϕ = α1α0. See Figure 1. Orbits of ⟨α0, α2⟩ correspond to
edges, to each vertex correspond two orbits of τ (determining the vertex rotation), and to each face
correspond two orbits of ϕ; this is the approach taken by Tutte [10, Chapter X].

1Email: dgarijo@us.es. Research of D. G. supported by project PID2019-104129GB-I00/AEI/10.13039/501100011033.
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3Email: lluis.vena@gmail.com. Research of L. V. supported by the project 18-13685Y of the Czech Science Foundation

(GAČR), by the postdoctoral fellowship programme Beatriu de Pinós BP2018, funded by the AGAUR (Government of
Catalonia) and by the Horizon 2020 programme of the European Union under the grant agreement No. 801370.
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c α0c

α2c

α1c
c

τc

τ−1c

c
φc

φ−1c

(a) (b) (c)

α0α2c

Figure 1: The permutations α0, α1 and α2 defining a map acting on a cross c, (b) vertex permutation
τ = α1α2, (c) face permutation ϕ = α1α0.

Morphisms between sets with added structure are mappings that preserve this structure; for instance,
graph homomorphisms are mappings between vertex sets that preserve adjacency. For multigraphs
(loops and parallel edges allowed), a homomorphism is defined as a pair of mappings, one on vertices
the other on edges, which together preserve vertex-edge incidences. Maps have several representations,
some emphasizing their topological structure (cellular embeddings, ribbon graphs), some emphasizing
their combinatorial structure (vertex-edge-face flags, rotation systems, graph-encoded maps, Tutte’s
permutation axiomatization). What counts as a map homomorphism may thus depend on which
representation is chosen – what structure is to be preserved exactly? To start on firm ground,
isomorphism of maps has just one candidate for its definition, no matter what representation is chosen.
In terms of Tutte’s permutation axiomatization, an isomorphism between maps is a bijection between
their crosses sets that commutes with α0, α2 and τ = α1α2 (as defined in the respective maps).
By dropping the bijective condition, we obtain the definition of map homomorphism given both by
Malnič, Nedela, and Škoviera [8] (restricted to the case of orientable surfaces) and by Litjens and
Sevenster [7] (restricted to locally bijective mappings, the context being universal covers of graphs).
Map homomorphisms defined in this way preserve local combinatorial and topological structure (such as
vertex-edge-face incidences and vertex rotations) but do not preserve such global topological parameters
as orientability or genus.

We formulate a new definition of map homomorphism that ensures that homomorphisms preserve
the surface topology; our definition is mainly based on a vertex identification operation called vertex
gluing. We define vertex gluing in terms of cross permutations and explain how it can be realized as the
inserting of an edge followed by its contraction. This allows us to draw on properties of edge deletion
and contraction in order to establish that vertex gluing is the only way to identify vertices in a map
while preserving genus and orientability. Map homomorphisms in our sense (Definition 2) preserve not
only orientability and genus but also other key topological features (such as the contractibility of facial
walks) and the combinatorial structure of the map (when forgetting the embedding, a homomorphism
between maps gives a graph homomorphism between their underlying graphs).

Using our definition of map homomorphism, we define a core of a map as a minimal homomorphic
image, analogously to how the core of a graph is defined. Cores are key to the study of graph
homomorphisms [6], and form a poset called the homomorphism order. We establish several properties
of map cores shared with graph cores, and characterize map cores in terms of a certain type of contractible
closed walk, which, roughly speaking, separate off a disk from the remainder of the map’s surface.
After giving applications of this characterization, we show that, unlike graph homomorphisms, the map
homomorphism order has no dense intervals, and is thus not universal. Finally, we produce examples of
maps with an infinite number of cores between them, and an example of an infinite chain of gaps.

The main contribution of our work lies not only in introducing a new notion of map homomorphism
and establishing several properties of maps that are cores under this notion of homomorphism, but
also in giving a combinatorial formulation for various topological features of a map when viewed as a
cellular embedding of a graph in a compact surface. For example, the characterization of cores requires
a precise combinatorial characterization of when some closed curves traced out on the map’s surface in
traversing a closed walk are contractible in the topological sense (a more general notion of contractible
is needed than that given in [9], which does not include closed walks that revisit edges within its scope).
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2 Map homomorphisms

For multigraphs, a homomorphism is given by a vertex-mapping and an edge-mapping that together
preserve vertex-edge incidences. Another way of putting this is that there is a multigraph homomorphism
from Γ to Γ′ if a subgraph of Γ′ can be obtained from Γ by a sequence of vertex identifications followed,
if necessary, by the removal of some parallel edges. Associated with this homomorphism is a graph on
V (Γ) with edges joining pairs of identified vertices by the homomorphism. This graph has no cycles,
for otherwise the corresponding sequence of vertex identifications would not always identify distinct
vertices. Thus, a graph homomorphism from Γ can be specified by a forest on V (Γ), the vertices in
a connected component of the forest all being sent to the same vertex by the homomorphism; after
performing the vertex identifications, some edges parallel to other edges may be removed.

In order to define a map homomorphism in a similar way, we need to specify how vertices are to be
identified so as to produce another map, and what it means for edges of a map to be parallel.

For a graph Γ, the result of identifying vertices u and v can be defined in terms of edge contraction
as the graph (Γ + e)/e, where e = uv and Γ + e = (V,E ∪ {e}) (if u, v are already adjacent in Γ then e
is parallel to an existing edge in Γ). For a map M embedding Γ in a surface, there is in general more
than one way to add an edge e joining distinct vertices u and v so as to produce another map: an
unambiguous choice, however, is forced if we stipulate that the map M + e is embedded in the same
surface as M (i.e. M + e has the same orientability and genus as M), and then specify not only the pair
of vertices to be joined but the face that is subdivided by joining them or the faces that are merged
upon joining them. Such a vertex identification with its attendant splitting or merging of faces is what
we define as vertex gluing. In a similar way to graphs, a sequence of such vertex gluings applied to a
map M corresponds to a forest on V (M), vertices in a connected component of the forest all being sent
to the same vertex by the homomorphism. While the forest is in itself a plane map, its edges have the
property that, taken in the order of the vertex identifications they represent, they can be added one
by one to M while preserving genus and orientability. Vertex gluing (i) preserves the surface in which
the map is embedded and (ii) commutes with deletion of an edge incident with two distinct vertices
and deletion of a bridge; and (iii) permuting the order of a sequence of vertex gluings gives another
sequence of vertex gluings, which results in the same map.

Parallel edges are interchangeable when it comes to the existence of graph homomorphisms. There
are, however, non-isomorphic maps with the same underlying graph which differ only in the placement
of parallel edges. Thus, in order to carry over to maps the property of parallel edges in graphs being
indistinguishable for homomorphisms, we need to add a topological constraint: two edges of a map M
are duplicate if they are incident with a common face of degree two. A refinement of the equivalence
relation of being parallel in the underlying graph results: parallel edges in the underlying graph of
the map belong to the same class if they can be merged together within the map’s surface without
passing through a vertex. (Compare how vertices can only be glued together if they can be merged
together within the map’s surface into one vertex without passing through an edge.) Edge gluing a
pair of duplicate edges means to identify them, effectively deleting one of the pair. We see that (i)
gluing duplicate edges preserves the surface in which the map is embedded, (ii) duplicate edges remain
duplicate under vertex gluing, and (iii) gluing duplicates can be done before or after a vertex gluing
without changing the resulting map.

The above properties of vertex and edge gluings imply that a sequence of vertex gluings followed
by a sequence of duplicate edge gluings takes one map onto another map of the same genus and
orientability: the mapping induced on the underlying graphs of the maps is an epimorphism (surjective
graph homomorphism). This motivates the following definitions.

Definition 1. An epimorphism n : M ↠ N from a map M onto a map N is an isomorphism of N to a
map obtained from M by performing a sequence of vertex gluings and a sequence of duplicate edge
gluings. A monomorphism from M to N is an isomorphism from M to a submap M ′ of N (N and M
of the same orientability and genus).
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Definition 2. Let M,M ′ be maps of the same orientability and genus. A map homomorphism from M
to M ′ is a composition of an epimorphism from M onto a submap N of M ′ and a monomorphism from
N into M ′.

Homomorphisms are just defined between maps of the same orientability and genus not only because
surjective homomorphisms preserve these parameters but also in order that restriction and composition
of homomorphisms is well defined.

3 Cores

With the definition of map homomorphism in hand, we define cores analogously to graphs: Given a map
M , a submap N of M is a core of M if there is a homomorphism from M to N but no homomorphism
from M to N ′ for any proper submap N ′ of N .

Every map M has a core, and as a homomorphic image of M , it has the same orientability and genus
as M . It has no duplicate edges and, in contrast to graphs, cores for map homomorphisms need not to
be connected. However, they share other properties with graph cores (for the latter see [6]).

Proposition 3. The core of a map M is unique (up to isomorphism), and the following properties hold
for its core N :

(i) N is a core (i.e. N is its own core);

(ii) there is a homomorphism from M to N whose restriction to N is the identity;

(iii) N is an induced submap of M after gluing of any duplicate edges;

(iv) given another map M ′ with core N ′, there is a homomorphism from M to M ′ if and only if there
is a homomorphism from N to N ′.

We now focus on the structural characterization of cores of connected maps, for which we need to
define primitive contractible closed walks: this is the translation into combinatorial terms of a certain
type of contractible curve on the surface in which the underlying graph of the map is embedded.

Definition 4. Let M be a connected map determined by a set of crosses C and permutations α0, α1, α2.
Let τ and ϕ be its vertex and face permutations, respectively. A cycle κ of not necessarily distinct
crosses ( c0 c1 · · · cℓ−1 ) defines:

• a closed walk in M if for each 0 ≤ i ≤ ℓ− 1 there exists ti ≥ 0 such that ci = τ tiϕci−1 (indices
modulo ℓ); the value ℓ is the length of κ. (This defines a closed walk in the underlying graph.)

• a primitive contractible closed walk in M if there exists a connected submap M ′ of M with the
same orientability and genus as M such that κ is a cycle in the disjoint cycle decomposition of
the face permutation of M ′.

In terms of the representation of maps as cellular embeddings of multigraphs, the underlying multigraph
of the submap M ′ is cellularly embedded in the same surface Σ as the underlying multigraph of M ;
cutting along the edges of a primitive contractible closed walk κ, which is a facial walk of M ′, partitions
off a disk ∆ from the remainder of the surface Σ such that ∆ contains no edges of M ′. We say that κ
surrounds a face f of M if the open disk obtained when cutting Σ along the edges incident with f is
contained in ∆.

Theorem 5. A connected map M is not a core if and only if there exists a primitive contractible closed
walk κ in M satisfying the following conditions:

• κ is not a face;



Discrete Math Days, Santander, July 4–6, 2022 145

• surrounds a face whose degree has the same parity and is at least the length of κ;

• the remaining faces surrounded by κ have even degree.

To prove Theorem 5 we analyse the effect of map homomorphisms on primitive contractible closed
walks and faces. Briefly, a core N of a connected map M is obtained from M by removing some edges
(and isolated vertices). Using that M and its core N have the same orientability and genus and that
there is an epimorphism from M to N , we can exactly determine the type of edge that can be removed
and how the epimorphism acts on these edges as well as on the faces of M : the latter are mapped onto
primitive contractible closed walks of N .

The characterization of map cores yields such results as the following.

Proposition 6. Let M be a connected map with no vertices of degree one. If all the faces of M have
odd degree, then any homomorphism from M to M is an isomorphism.

Proposition 7. Let M be a non-empty quasi-tree (a connected map with one face, and at least one
vertex). Then M is a core if and only if either M is not plane and the underlying graph has no vertices
of degree one, or M is isomorphic to K2 or K1.

Proposition 8. A plane connected core is either bipartite (and hence isomorphic to K2), or its
underlying graph is a cycle of odd length, or it has at least four faces of odd degree.

We now turn our attention to the partial order on the set of cores. The existence of a map
homomorphism gives a preorder relation on maps of given orientability and genus. By Proposition 3,
there is a unique core as a representative in each of the equivalence classes of this preorder, so the cores
of maps of given orientability and genus ordered by the existence of a map homomorphism form a poset.

Theorem 9. The map homomorphism order has the following properties:

(i) There are no dense intervals.

(ii) There is a pair of cores with infinitely many cores between them.

(iii) There is an infinite chain of cores such that each consecutive pair of the chain forms a gap.

We sketch the main ideas behind our proof of Theorem 9. For part (i), we assume for a contradiction
that there is a dense interval, i.e. there are two comparable cores such that, in the interval they define,
any pair of cores contains a third one between them. We can prove that among these there is a core M
with a homomorphism to another core N such that M and N have the same number of faces of any
given odd degree. In a homomorphism from M to N , a face f of even degree in M is mapped to
a closed walk in N of even length enclosing some faces, which, by the fact that the number of odd
faces in M and N are the same, decomposes into even-length facial walks of a submap of N of the
same orientability and genus as N . By Theorem 5, all the faces of N surrounded by the facial walk
components of such an even-length closed walk have strictly smaller degree than that of f . But this
means that there can only be finitely many cores between M and N .

For part (ii), consider the following family. Let Ti,j denote the plane map created from a cycle of
length 4 on vertices v1, v2, v3 and v4 where a path of length i has been added between the vertices v1
and v3 and a path of length j has been added from a v2 to v4 (each of these paths subdividing one of
the faces of the plane cycle C4). Then we have that T2k+1,2ℓ+1 is a core for each k, ℓ ≥ 0, and there
is a homomorphism from T2k+1,2ℓ+1 to T2k+1,2(ℓ−1)+1 for k ≥ 0 and ℓ ≥ 1 (symmetrically, there is a
homomorphism from T2k+1,2ℓ+1 to T2(k−1)+1,2ℓ+1 for k ≥ 1 and ℓ ≥ 0).

An example that establishes part (iii) is the family of odd plane cycles, which forms a chain of gaps.
There is a homomorphism from a plane cycle of odd length to one of smaller odd length. If N is a core
such that the plane cycle of length 2k + 1 is homomorphic to N and N is homomorphic to the plane
cycle of length 2k − 1, then we can show that N is itself one of these two cycles.
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4 Concluding remarks

A motivation for formulating a new definition of map homomorphism stems from the connection
between the Tutte polynomial of a graph and homomorphism functions to edge-weighted graphs [1] (also
known as partition functions of vertex-colouring models). Counting colourings and flows of a graph are
important special cases; in fact, any evaluation of the Tutte polynomial expressible as a homomorphism
function is the partition function of a Potts model on the graph [2]. For maps, the analogous notions of
colourings (or local tensions, rather) and flows (taking non-identity values in a finite group) are counted
by evaluations of the surface Tutte polynomial [3, 4], and have been expressed as partition functions of
edge-colouring models [7]. This leaves the question of whether these enumerations can be expressed in
terms of map homomorphisms as partition functions of vertex-colouring models. To begin to answer
this question we needed to formulate a definition of map homomorphism that extends that of graph
homomorphism while respecting the topology of the graph embedding.

Regarding the map homomorphism order, we do not know yet if there is an infinite antichain. We are
however able to recycle the argument in [6, Theorem 6] to construct arbitrarily large antichains in the
poset of plane cores (which happen also to be graph cores) such that all the elements of the antichain
are homomorphic to a fixed plane core (which, in contrast to the graph case, has size dependent on the
length of the antichain). Finally, Theorem 5 gives a way of recognizing whether a given map is a core,
but it does not (at least not directly) yield a polynomial-time algorithm. Recognizing non-bipartite
graph cores is NP-complete [6, Theorem 7].
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[8] A. Malnič, R. Nedela, and M. Škoviera. “Regular homomorphisms and regular maps”. In: European
J. Combin. 23.4 (2002), pp. 449–461. doi: 10.1006/eujc.2002.0568.

[9] B. Mohar and C. Thomassen. Graphs on surfaces. Johns Hopkins Studies in the Mathematical
Sciences. Johns Hopkins University Press, Baltimore, MD, 2001, pp. xii+291.

[10] W. T. Tutte. Graph theory. Vol. 21. Encyclopedia of Mathematics and its Applications. Reprint
of the 1984 original. Cambridge University Press, Cambridge, 2001, pp. xxii+335.

https://doi.org/10.1090/S0894-0347-06-00529-7
https://doi.org/10.1090/S0894-0347-06-00529-7
https://doi.org/10.1016/j.ejc.2011.03.012
https://doi.org/10.1017/S0963548318000081
https://doi.org/10.1016/j.ejc.2020.103095
https://doi.org/10.1016/0095-8956(90)90132-J
https://doi.org/10.1016/0012-365X(92)90282-K
https://doi.org/10.1002/jgt.22210
https://doi.org/10.1006/eujc.2002.0568


Discrete Math Days, Santander, July 4–6, 2022 147

How to build a pillar: a proof of Thomassen’s conjecture
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Abstract

Carsten Thomassen in 1989 conjectured that if a graph has minimum degree more than
the number of atoms in the universe (δ(G) ≥ 101010), then it contains a pillar, which is
a graph that consists of two vertex-disjoint cycles of the same length, s say, along with s
vertex-disjoint paths of the same length which connect matching vertices in order around the
cycles. Despite the simplicity of the structure of pillars and various developments of powerful
embedding methods for paths and cycles in the past three decades, this innocent looking
conjecture has seen no progress to date. We give a proof of this conjecture by building a
pillar (algorithmically) in sublinear expanders.

1 Introduction

A pillar is a graph that consists of two disjoint cycles C1 and C2 of the same length, say s, with
vertex-sets V (C1) = {v1, . . . , vs} and V (C2) = {w1, . . . , ws}, and s disjoint paths Q1, . . . , Qs, all of the
same length, such that Qi is a vi, wi-path, for each i ∈ [s]; see Figure 1a.

C1

C2

(a) A pillar.

C
vj

uj

Pj

Fj

(b) A (12, s, t)-kraken.

In 1989, Thomassen [19] conjectured that every graph with sufficiently large constant minimum
degree contains a pillar. There have been numerous powerful methods for embedding paths and cycles
developed in the past three decades, such as Robertson and Seymour’s work on graph linkage [17] (see
also [1, 18]), Bondy and Simonovits’s use of Breadth First Search [2] (see also [15]), Krivelevich and
Sudakov’s use of Depth First Search [12] and the use of expanders in a long line of work by Krivelevich

1Email: irene.gil-fernandez@warwick.ac.uk.
2Email: hongliu@ibs.re.kr. Research of H.L. supported by the Institute for Basic Science (IBS-R029-C4) and the UK

Research and Innovation Future Leaders Fellowship MR/S016325/1.
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(see e.g. his survey [11] and more recently [4]), see also a recent method developed by Gao, Huo, Liu and
Ma [5]. Despite these developments and the simple nature of pillars, the innocent looking conjecture of
Thomassen has seen no progress in the past thirty years.

One explanation for the difficulty of this conjecture is the following. Cycles are not hard to embed as
all vertices within are of degree 2; and subdivisions, even though having vertices of degree at least 3, can
be embedded so that all these high degree vertices are pairwise far apart. Thus, embedding cycles or
subdivisions boils down to anchoring at some (well-positioned) vertices and constructing vertex-disjoint
paths between pairs of them. On the other hand, in a pillar, degree-3 vertices are jammed into the two
cycles C1 and C2, which have to be embedded one next to another. To see why degree-3 vertices are
game changers, a classical result of Pyber, Rödl and Szemerédi [16] shows that constant average degree
does not suffice to force a 3-regular subgraph. More precisely, they constructed an n-vertex graph G
with average degree Ω(log logn) which contains no r-regular subgraphs for any r ≥ 3. A priori, it is not
clear whether a pillar behaves more like a subdivision or a 3-regular graph.

Our main result confirms Thomassen’s conjecture, showing that pillars are fundamentally different
from 3-regular graphs in the sense that they can be forced by large constant degree.

Theorem 1. There exists a constant C > 0 such that every graph with average degree at least C
contains a pillar.

Our proof can be turned into an algorithm, in which we make crucial use of a notion called sublinear
expanders. To deal with the troublesome degree-3 vertices in a pillar, we use a structure called kraken
(see Definition 9). Roughly speaking, a kraken consists of a cycle, in which every vertex has a large
‘boundary’. If we manage to find two krakens, then we can link the matching vertices in their cycles by
expanding and connecting their boundaries to obtain a pillar. Finding a single kraken in a sublinear
expander is already not an easy task; this was done in [6] with an involved argument. To find two
krakens here, we prove a robust embedding lemma for kraken (Lemma 12), which is the main challenge
and contribution of [7]. We expect it to have further applications for embedding problems. Its proof
uses the existence of kraken in sublinear expanders from [6] as black box and builds on the techniques
developed in the work of Liu and Montgomery [14].

1.1 Notation

For n ∈ N, let [n] := {1, . . . , n}. If we claim that a result holds for 0 < a ≪ b, c ≪ d < 1, it means that
there exist positive functions f, g such that the result holds as long as a < f(b, c) and b < g(d) and
c < g(d). We will not compute these functions explicitly. In many cases, we treat large numbers as if
they are integers, by omitting floors and ceilings if it does not affect the argument. We write log for the
base-e logarithm.

Given a graph G, denote its average degree 2e(G)/|G| by d(G), and write δ(G) and ∆(G) for its
minimum and maximum degree, respectively. Denote the (external) neighbourhood of W by N(W ) =
(∪v∈WN(v)) \W . We write N0

G(W ) = W , and, for each integer k ≥ 1, let Bk
G(W ) = ∪0≤j≤kN

j
G(W ) the

ball of radius k around W in G, that is, the set of all vertices a graph distance at most k to W . We let
B(W ) = B1(W ).

Let F ⊆ G and H be graphs, and U ⊆ V (G). We write G[U ] ⊆ G for the induced subgraph of G on
vertex set U . Denote by G ∪ H the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H),
and write G − U for the induced subgraph G[V (G) \ U ], and G \ F for the spanning subgraph of G
obtained from removing the edge set of F . For a path P , we write ℓ(P ) for its length, which is the
number of edges in the path. Where we say P is a path from a vertex set A to a disjoint vertex set B,
we mean that P has one endvertex in each of A and B, and no internal vertices in A ∪B.
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2 Sublinear expanders

Our proof makes use of the sublinear expander introduced by Komlós and Szemerédi [10]. We shall use
the following extension from [8].

Definition 2. Let ε1 > 0 and k > 0 be two constants. A graph G is an (ε1, k)-robust-expander if for all
X ⊂ V (G) with k/2 ≤ |X| ≤ |G|/2, and any subgraph F ⊆ G with e(F ) ≤ d(G) · ε(|X|)|X|, we have

|NG\F (X)| ≥ ε(|X|) · |X|,

where
ε(x) = ε (x, ε1, k) =

{
0 if x < k/5,

ε1/ log2(15x/k) if x ≥ k/5.

We invoke [8, Lemma 3.2], which asserts that every graph contains a robust expander subgraph with
almost the same average degree, to reduce Theorem 1 to an expander. One key consequence of the
expansion is the so-called short diameter property. That is, we can find short paths robustly between
two sufficiently large sets.

Lemma 3 ([14], Lemma 3.4). For each 0 < ε1, ε2 < 1, there exists d0 = d0(ε1, ε2) such that the following
holds for each n ≥ d ≥ d0 and x ≥ 1. Let G be an n-vertex (ε1, ε2d)-expander with δ(G) ≥ d− 1. Let
A,B ⊆ V (G) with |A|, |B| ≥ x, and let W ⊆ V (G) \ (A ∪B) satisfy |W | log3 n ≤ 10x. Then, there is a
path from A to B in G−W with length at most 40

ε1
log3 n.

We make use of the following three results regarding robust expansion of sets. For the first one, which
enables us to grow a set A past some given set X as long as X does not interfere with each sphere
around A too much, we need the following definition.

Definition 4. For λ > 0 and k ∈ N, we say that a vertex set X in a graph G is (λ, k)-thin around A if
X ∩A = ∅ and, for each i ∈ N,

|NG(Bi−1
G−X(A)) ∩X| ≤ λ · ik.

Proposition 5 ([6], Proposition 2.5). Let 0 < 1/d ≪ ε1 ≪ 1/λ, 1/k and 1 ≤ r ≤ logn. Suppose
G is an n-vertex (ε1, ε2d)-expander with δ(G) ≥ d, and X,Y are sets of vertices with |X| ≥ 1 and
|Y | ≤ 1

4ε(|X|) · |X|. Let W be a (λ, k)-thin set around X in G− Y . Then, for each 1 ≤ r ≤ logn, we
have

|Br
G−W−Y (X)| ≥ exp(r1/4).

On the other hand, when we are given a large collection of sets in a sublinear expander, we can use the
following lemma to find one set within the collection that expands robustly to medium (polylogarithmic)
size.

Lemma 6 ([14], Lemma 3.7). For each 0 < ε1 < 1, 0 < ε2 < 1/5 and k ∈ N, there exists d0 =
d0(ε1, ε2, k) such that the following holds for each n ≥ d ≥ d0. Suppose that G is an n-vertex bipartite
(ε1, ε2d)-expander with δ(G) ≥ d. Let U ⊆ V (G) satisfy |U | ≤ exp((log logn)2). Let r ≥ n1/8 and
ℓ0 = (log logn)20. Suppose (Ai, Bi, Ci), i ∈ [r], are such that the following hold for each i ∈ [r].

A1 |Ai| ≥ d0.

A2 Bi ∪ Ci and Ai are disjoint sets in V (G) \ U , with |Bi| ≤ |Ai|/ log10 |Ai|.

A3 Ci is (
√

|Ai|, 1)-thin around Ai in G− U −Bi.

A4 Each vertex in Bℓ0
G−U−Bi−Ci

(Ai) has at most d/2 neighbours in U .

A5 For each j ∈ [r] \ {i}, Ai and Aj are at least a distance 2ℓ0 apart in G− U −Bi − Ci −Bj − Cj.
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Then, for some i ∈ [r],
|Bℓ0

G−U−Bi−Ci
(Ai)| ≥ logk n.

The third one allows us to find a linear size vertex set with polylogarithmic diameter in G while
avoiding an arbitrary set of size o(n/ log2 n).
Lemma 7 ([14], Lemma 3.12). Let 0 < 1/d ≪ ε1, ε2 < 1 and let G be an n-vertex bipartite (ε1, ε2d)-
expander with δ(G) ≥ d. For any W ⊆ V (G) with |W | ≤ ε1n/100 log2 n, there is a set B ⊆ G−W with
size at least n/25 and diameter at most 200ε−1

1 log3 n.

3 Krakens and adjusters

To define one of the main building objects of a pillar we need to introduce a basic structure that we
often use, which consists of a large set with small radius.
Definition 8. Given a vertex v in a graph F , F is a (D,m)-expansion of v if |F | = D and every vertex
of F is a distance at most m from v.
Definition 9. For k, s, t ∈ N, a (k, s, t)-kraken is a graph that consists of a cycle C with vertices
v1, . . . , vk, vertices u1, . . . , uk out of V (C), and subgraphs Fj and Pj , j ∈ [k], such that

• {Fj : j ∈ [k]} is a collection of sets disjoint from each other and from V (C), and each Fj is a
(t, s)-expansion of uj . We call each Fj a leg and uj its end.

• {Pj : j ∈ [k]} is a collection of pairwise disjoint paths, and each Pj is a vj , uj-path of length at
most 10s with internal vertices disjoint from V (C) ∪ (∪i∈[k]V (Fi)).

We usually write a kraken as a tuple (C, uj , Fj , Pj), j ∈ [k] (see Figure 1b). The following result
guarantees a large kraken in a sublinear expander.
Lemma 10 ([6], Lemma 3.2). Let 0 < 1/d ≪ ε1, ε2, 1/b < 1. Let G be an n-vertex (ε1, ε2d)-expander
with δ(G) ≥ d. Let m = 200ε−1

1 log3 n. Then, there exists a (k,m, logb n)-kraken (C, uj , Fj , Pj), j ∈ [k],
in G for some k ≤ logn.

Another important tool we need in our proof is a recent lemma of Liu and Montgomery [14] (Lemma 11),
which robustly finds paths of specific lengths between a given pair of vertices in a sublinear expander
with some mild conditions.

The key object involved in that result is called adjuster, and it consists of an even cycle C, together
with two disjoint large connected subgraphs F1, F2 attached to two almost-antipodal vertices v1, v2 on
the cycle C. If C has length 2ℓ, for some ℓ ≤ logn, there are two v1, v2-paths, one of length ℓ+ 1 and
the other with length ℓ − 1. The subgraphs F1, F2 are set to be comfortably larger than the size of
C, so that they can be connected by a short path while avoiding C. The idea is to link many such
structures sequentially to form an adjuster, so that we can use it to find paths of many different lengths
by varying the length of the path we take around each cycle.

To record the parity of paths between two vertices in a connected bipartite graph, for any connected
bipartite graph H and u, v ∈ V (H), define

π(u, v,H) =
{

0 if u and v are in the same vertex class in the (unique) bipartition of H,
1 if u and v are in different vertex classes in the bipartition of H.

Lemma 11 ([14], Lemma 4.8). There exists some ε1 > 0 such that, for any 0 < ε2 < 1/5 and b ≥ 10,
there exists d0 = d0(ε1, ε2, b) such that the following holds for each n ≥ d ≥ d0. Suppose that G is an
n-vertex Q3-free bipartite (ε1, ε2d)-expander with δ(G) ≥ d.

Suppose log10 n ≤ D ≤ logb n, and U ⊆ V (G) with |U | ≤ D/2 log3 n, and let m = 8000
ε1

log3 n.
Suppose F1, F2 ⊆ G− U are vertex-disjoint such that Fi is a (D,m)-expansion of vi, for each i ∈ [2].
Let log7 n ≤ ℓ ≤ n/ log10 n be such that ℓ = π(v1, v2, G) mod 2.

Then, there is a v1, v2-path with length ℓ in G− U .
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4 Proof idea of Theorem 1

To prove Theorem 1, we first find two copies of krakens whose cycles are of the same length. Then we
link sequentially and disjointly the legs of one kraken to those of the other one. We package these two
steps into the following two lemmas, respectively.

The first lemma is the key one, which constructs a kraken robustly in an expander.

Lemma 12. For each 0 < ε1, ε2 < 1 and integer b ≥ 10, there exists d0 = d0(ε1, ε2, b) such that the
following holds for each n ≥ d ≥ d0.

Let G be a Q3-free n-vertex bipartite (ε1, ε2d)-expander with δ(G) ≥ d. Let L be the set of vertices
with degree at least e(log log n)2. Let m = 200ε−1 log3 n and let U ⊆ V (G) satisfy |U | ≤ (logn)2b.

Then, for some k ≤ logn, G− U contains a (k, 2m, (logn)b)-kraken (C, uj , Fj , Pj), j ∈ [k], such that

• for each j ∈ [k], either uj ∈ L or Fj ⊆ G− L; and

• any distinct legs Fj , Fj′ in G−L are a distance at least (logn)1/10 apart from each other and from
U \ L in G− L.

The second lemma allows us to link each pair of vertices in the cycles inside krakens via their legs
disjointly to construct a pillar. Lemma 11 kicks in here to make sure that all the paths used are of the
same length.

Lemma 13. For each 0 < ε1, ε2 < 1 and t ≥ 10, there exists d0 = d0(ε1, ε2, t) such that the following
holds for each n ≥ d ≥ d0.

Let G be a Q3-free n-vertex bipartite (ε1, ε2d)-expander with δ(G) ≥ d and L be the set of vertices
with degree at least e(log log n)2. Let m = 400ε−1 log3 n and let Kα = (Cα, u

α
j , F

α
j , P

α
j ) and Kβ =

(Cβ, u
β
j , F

β
j , P

β
j ), j ∈ [s], be two disjoint (s,m, (logn)2t)-krakens, for some s ≤ logn, with V (Cα) =

{vα
1 , . . . , v

α
s } and V (Cβ) = {vα

1 , . . . , v
α
s }, and such that

• for each σ ∈ {α, β} and j ∈ [s], either uσ
j ∈ L or F σ

j ⊆ G− L; and

• all legs in Kα and Kβ lying completely in G−L are a distance at least (logn)1/10 apart from each
other in G− L.

Then, for any log7 n ≤ ℓ ≤ logt n with ℓ = π(vα
1 , v

β
1 , G), there is a collection of pairwise disjoint paths

Qi, i ∈ [s], such that each Qi is a vα
i , v

β
i -path of length ℓ internally disjoint from Cα and Cβ.
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Rainbow solutions of a linear equation with coefficients in Z/pZ

Mario Huicochea1

CONACyT-UAZ, Zacatecas, México

Abstract

Let p be a prime, n ∈ Z+ and w ∈ (0, 1). Given a colouring χ : Z/pZ → {1, 2, . . . , n}
and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with a1, a2, . . . , an ∈ (Z/pZ)∗ and b ∈ Z/pZ fixed elements, we denote by R(χ,L) the
family of vectors (b1, b2, . . . , bn) ∈ (Z/pZ)n such that a1b1 + a2b2 + . . . + anbn = b and
χ−1(i)∩{b1, b2, . . . , bn} ≠ ∅ for each i ∈ {1, 2, . . . , n}. Here the main result is that there exists
a constant c = c(w, n) > 0 with the following property: if χ is such that min1≤i≤n |χ−1(i)| ≥
wp+ 1 and if not all the coefficients a1, a2, . . . , an of L are equal, then

|R(χ,L)| ≥ cpn−1.

Moreover, this statement is sharp in different directions. A result about the solutions of L
in a grid is used in its proof and it is interesting in its own right.

1 Introduction

Here R,Z,Z+,Z+
0 will denote the set of real numbers, integers, positive integers and nonnegative

integers, respectively. Also, for any prime p, we will we denote by Z/pZ the congruence classes modulo
p with its usual field structure. For any m ∈ Z, we will denote by m its projection in Z/pZ. We set
(Z/pZ)∗ := Z/pZ \ {0}. Now, for a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b, a1, a2, . . . , an ∈ Z/pZ, we write

Z(L) := {(b1, b2, . . . , bn) ∈ (Z/pZ)n : a1b1 + a2b2 + . . .+ anbn = b} .

The elements a1, a2, . . . , an will be called the coefficients of L. For any n ∈ Z+, we denote by Sn the set
of permutations of {1, 2, . . . , n}.

Let n ∈ Z+ and X be a set. An n-colouring of X is a map χ : X → {1, 2, . . . , n}. The elements i
of {1, 2, . . . , n} will be called colours while the preimages χ−1(i) will be called chromatic classes with
respect to χ. A subset Y of X is rainbow with respect to χ if it intersects each chromatic class; if it is
clear with respect to which colouring we are talking about, we simply say that Y is rainbow. We say
that a subset Y of X is monochromatic with respect to χ if Y is contained in a chromatic class. Here we
will be mainly interested in the colourings of Z/pZ. For an n-colouring χ of Z/pZ and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b, a1, a2, . . . , an ∈ Z/pZ, we denote by R(χ,L) the set of vectors b = (b1, b2, . . . , bn) ∈ Z(L) such
that {b1, b2, . . . , bn} is rainbow. The elements b of R(χ,L) will be called rainbow solutions of L with
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respect to χ; if it is clear with respect to which linear equation and colouring we are talking about, we
simply call b a rainbow solution.

A classical problem in discrete mathematics is to find a lower bound on the number of monochromatic
solutions of linear equations over Z/pZ and a number of results in this direction can be found nowadays,
see for instance [2, 3, 12]. However, less is known about the number of rainbow solutions of linear
equations over a field. The first step was to know for which linear equations with n variables and
coefficients in L and n-colourings χ of Z/pZ can we warranty that R(χ,L) is not empty. In the
case n = 3, very precise descriptions of the equations and colouring with this property can be found
in the literature, see [7, 8, 9, 10]. For n > 3, D. Conlon was able to prove that for any equation
a1x1 + a2x2 + . . .+ anxn = b with b ∈ Z/pZ and a1, a2, . . . , an ∈ (Z/pZ)∗ and not all the coefficients
equal, each n-colouring χ of Z/pZ such that chromatic class has at least n elements satisfies that
R(χ,L) ̸= ∅, see [4, Thm.1]. Later this result was improved.

Theorem 1. Let p be a prime, n ∈ Z with n ≥ 4 and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b ∈ Z/pZ and a1, a2, . . . , an ∈ (Z/pZ)∗ such that ai ̸= aj for some i, j ∈ {1, 2, . . . , n}. For any
n-colouring χ of Z/pZ such that min1≤i≤n |χ−1(i)| ≥ 4, we get that

R(χ,L) ̸= ∅.

Proof. See [5, Thm.1.5].

The next step was to know not only if there were solutions but the number of them. For the linear
equation

L0 : x1 + x2 − 2x3 = 0,
Balandraud in [1, Prop. 1] and Montejano and Serra in [11, Prop. 11] found lower bounds of |R(χ,L0)|
for some colourings χ; also some progress was done for more general linear equations and colourings in
[6]. However, the problem of determining nontrivial lower bounds of |R(χ,L)| remained open and it is
the main motivation of this paper. The first result of this paper is the next one.

Theorem 2. Let p be a prime, n ∈ Z with n ≥ 3, w ∈
((

10100·4(n−3)
p

) 1
3
, 1
]

and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b ∈ Z/pZ and a1, a2, . . . , an ∈ (Z/pZ)∗ such that ai ̸= aj for some i, j ∈ {1, 2, . . . , n}. For any
n-colouring χ of Z/pZ such that min1≤i≤n |χ−1(i)| ≥ wp+ 1, we get that

|R(χ,L)| ≥
(

w19

101600

)n−1

pn−1.

Three remarks about Theorem 2 can be done.

1) The size of |R(χ,L)| depends on the size of the smallest chromatic classes. Indeed, assume without
loss of generality that |χ−1(1)| ≤ |χ−1(2)| ≤ . . . ≤ |χ−1(n)|. For each b ∈ R(χ,L), the entries
which are in χ−1(1), χ−1(2), . . . , χ−1(n− 1) determine the entry in χ−1(n). Thus, considering the
permutations, we conclude that

|R(χ,L)| ≤ n!
n−1∏

i=1
|χ−1(i)|. (1)

Moreover, as it is already noted in [7], there exist linear equations with two distinct coefficients
and colourings χ with min1≤i≤3 |χ−1(i)| = 1 such that R(χ,L) = ∅. Thus, as a consequence of
(1), we have that Theorem 2 leads to |R(χ,L)| = Θw(pn−1).
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2) It seems that the coefficient c(w, n) =
(

w19

101600

)n−1
in Theorem 2 can be improved and it looks like

a nice problem to find the best bound.

3) Theorem 2 cannot be extended to linear equations L where a1 = a2 = . . . = an since there are
n-colourings χ of Z/pZ such that R(χ,L) = ∅, see [4, Sec.4].

Let n ∈ Z+ and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b, a1, a2, . . . , an ∈ Z/pZ. For any ordered family F = (B1, B2, . . . , Bn) of nonempty subsets
B1, B2, . . . , Bn of Z/pZ, we write

RF (L) := Z(L) ∩ (B1 ×B2 × . . .×Bn).

An important part of the proof of Theorem 2 relies on the next theorem which is interesting in its own
right.

Theorem 3. Let p be a prime, n ∈ Z with n ≥ 2, w ∈
((

10100·4(n−3)
p

) 1
3
, 1

n

]
, B1, B2, . . . , Bn be nonempty

subsets of Z/pZ and a linear equation

L : a1x1 + a2x2 + . . .+ anxn = b

with b ∈ Z/pZ and a1, a2, . . . , an ∈ (Z/pZ)∗ such that a1 ̸∈ {±a2}. Write c :=
(

w19

101600

)n−1
, F1 :=

(B1, B2, B3, B4, . . . , Bn) and F2 := (B2, B1, B3, B4, . . . , Bn). If ∑n
i=1 |Bi| ≥ p and min1≤i≤n |Bi| ≥

wp+ 1, then
max{|RF1(L)|, |RF2(L)|} ≥ cpn−1.

An important case of Theorem 2 is when the coefficients in

L : a1x1 + a2x2 + . . .+ anxn = b

satisfy that ai ∈ {±aj} for all i, j ∈ {1, 2, . . . , n}, and it needs some effort to solve this special case.
However, when there are coefficients ai, aj such that ai ̸∈ {±aj}, it is not difficult to note that Theorem
3 yields Theorem 2. Therefore we think it is better to spend the last part with a sketch of the proof of
Theorem 3.

2 Sketch of the proof of Theorem 3

To begin this sketch, we need some notation. For any A,A1, A2, . . . , An nonempty subsets of Z/pZ,
d, e ∈ Z/pZ and t ≥ 0, set

A1 +A2 + . . .+An := {a1 + a2 + . . .+ an : ai ∈ Ai for all i ∈ {1, 2, . . . , n}}
rA1,A2,...,An(d) := {(a1, a2, . . . , an) ∈ A1 ×A2 × . . .×An : a1 + . . .+ an = d}

Et(A1, A2, . . . , An) := {e ∈ Z/pZ : rA1,A2,...,An(e) ≥ t}
St(A1, A2, . . . , An) := {(a1, . . . , an) ∈ (Z/pZ)n : a1 + . . .+ an ∈ Et(A1, . . . , An)}

eA+ d := {ea+ d : a ∈ A}.

For any nonempty subset A of Z/pZ, denote by ld(A) the length of the shortest arithmetic progression
with difference d which contains A.
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Now we start with the sketch. Set B := a1B2, A := E( w19
101600 p)n−3(a3B3, a4B4, . . . , anBn) and a :=

a−1
1 a2. An important part of the proof is to show that

max
{∣∣∣∣E w19

101600 p
(B,A)

∣∣∣∣ ,
∣∣∣∣E w19

101600 p
(aB,A)

∣∣∣∣
}
> min

{
|B| + |A|

(
1 + w2

10100

)
, p

(
1 − 2

1
2
w4

10400

)}
. (2)

The proof of (2) is done by contradiction. Assume that

max
{∣∣∣∣E w19

101600 p
(B,A)

∣∣∣∣ ,
∣∣∣∣E w19

101600 p
(aB,A)

∣∣∣∣
}

≤ min
{

|B| + |A|
(

1 + w2

10100

)
, p

(
1 − 2

1
2
w4

10400

)}
. (3)

The contradiction is achieved using the next two statements. Lemma 4 is a Balog-Szemerédi-Gowers-type
result and it is a crucial part of the proof of Theorem 3.

Lemma 4. Let p be prime, w ∈ (0, 1], u ∈
[

1
p ,min

{
w16

2112 ,
(

31
101551

)32
}]

, a ∈ (Z/pZ)∗ and B,A be subsets

of Z/pZ such that |A|, |B| ≥ wp+ 1 and |B| ≤
(

1
2 − 10u 1

32
)
p− 2. Assume that

∣∣∣Euw3p(B,A)
∣∣∣ ,
∣∣∣Euw3p(aB,A)

∣∣∣ ≤ min
{

|B| + |A|
(
1 + u

1
16w

)
, p
(
1 − 2

1
2u

1
4
)}

.

Then there are B′ a subset of B and d ∈ (Z/pZ)∗ such that

|B′| ≥
(
1 − 2u

1
2
)

|B| ≥ |B| − 2u
1
2 p

and
ld(B′), la−1d(B′) ≤ |B′| + 10u

1
32 p− 4.

Theorem 5. Let p be prime, d1, d2 ∈ (Z/pZ)∗, r ∈ Z+
0 and A be a subset of Z/pZ. Assume that

• ld1(A) ≤ |A| + r

• ld2(A) ≤ |A| + r

• r + 3 ≤ |A| ≤ p− 4r − 10.

Then d1 ∈ {±d2}.

On the one hand, we can apply Lemma 4 by (3) so we obtain a big subset B′ of B such that
ld(B′), la−1d(B′) ≤ |B′| + 10u 1

32 p − 4. On the other hand, we can apply Theorem 5 to ld(B′) and
la−1d(B′), however it implies that a−1 ∈ {±1} (i.e. a1 ∈ {±a2}) which is impossible by assumption
(Theorem 5 roughly establishes that a medium-size set cannot be contained in two short arithmetic
progressions with differences d1, d2 ∈ (Z/pZ)∗ such that d1 ̸∈ {±d2}). This proves (2) and from now on
we assume, without loss of generality that,

∣∣∣∣E w19
101600 p

(aB,A)
∣∣∣∣ > min

{
|B| + |A|

(
1 + w2

10100

)
, p

(
1 − 2

1
2
w4

10400

)}
. (4)

Write E := E(
w19

101600 p

)n−2(a2B2, a3B3, . . . , anBn). As a consequence of (4) and an easy counting

argument, we get that

|E| ≥
∣∣∣∣E w19

101600 p
(aB,A)

∣∣∣∣ > min
{

|B| + |A|
(

1 + w2

10100

)
, p

(
1 − 2

1
2
w4

10400

)}
. (5)

However, the size of A = E( w19
101600 p)n−3(a3B3, a4B4, . . . , anBn) can be bounded below in terms of

|B3| + |B4| + . . .+ |Bn| using a Cauchy-Davenport-type theorem.



Discrete Math Days, Santander, July 4–6, 2022 157

Lemma 6. Let p be prime, n ∈ Z+, w ∈
[
0, 2

3

)
, u ∈

[
0,min

{
w2

4 ,
1

n2

})
and A1, A2, . . . , An be nonempty

subsets of Z/pZ such that min1≤i≤n |Ai| ≥ wp+ 1. Then
∣∣∣E(uw2p)n−1(A1, . . . , An)

∣∣∣ ≥ min
{
p, (|A1| + . . .+ |An|)

(
1 − (n− 1)u

1
2
)

− n+ 1
}
.

Using Lemma 6 and (5), we can obtain that

|E| ≥ min
{
p, |B2| + |B3| + . . .+ |Bn| + (n− 3)w3

10101 p

}

so

|(−b+ a1B1) ∩ E| ≥ min
{

|B1| + |B2| + . . .+ |Bn| + (n− 3)w3

10101 p, p
(
1 − 2

1
2u

1
4
)

+ |B1|
}

− p,

and then the assumptions |B1| ≥ wp+ 1 and ∑n
i=1 |Bi| ≥ p yield

|(−b+ a1B1) ∩ E| ≥ (n− 3)w3

10101 p. (6)

For any c ∈ (b − a1B1) ∩ E, denote by Rc the elements b = (b1, b2, . . . , bn) ∈ RF1(L) such that
b− a1b1 = c. Take c ∈ (b− a1B1) ∩ E. On the one hand, there is b1 ∈ B1 such that c = b− a1b1. On
the other hand, since E = E( w19

101600 p)n−3(a2B2, a3B3, . . . , anBn), there are at least ( w19

101600 p)n−2 vectors
(b2, b3, . . . , bn) ∈ B2 ×B3 × . . .×Bn such that c = a2b2 + a3b3 + . . .+ anbn. Therefore, there are at least
( w19

101600 p)n−3 vectors (b1, b2, . . . , bn) ∈ B1 ×B2 × . . .×Bn such that

b− a1b1 = c = a3b3 + a4b4 + . . .+ anbn + a2b2,

which means that

|Rc| ≥ (uw3p)n−2 =
(

w19

101600

)n−2

pn−2. (7)

From (6) and (7), we get

|RF1(L)| ≥
∑

c∈(b−a1B1)∩E

|Rc| ≥ (n− 3)w3

10101 p

(
w19

101600

)n−2

pn−2 ≥
(

w19

101600

)n−1

pn−1,

and this concludes the proof of Theorem 3.
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‡Departamento de Matemáticas. Universidad Pedagógica Nacional, Bogotá, Colombia.

Abstract

In this work we present how to use test sets of linear integer programming problems to
apply the so called weighted sum method in bi-objective optimization. Although this method
does not compute in general the complete set of non-dominated solutions, is one of the most
widely used due to its simplicity. The interest of using test sets and Gröbner bases is that
these combinatorial tools tell us exactly which weights lead to non-dominated solutions.

In addition, we show how to extend our approach to multi-objective non-linear integer
programming as well.

1 Preliminaries

In real life problems we often need to optimize multiple objectives simultaneously. For example, an
investor selecting a portfolio of assets wants to maximise his benefits and minimise his risk. These
objectives can be conflicting, and thus some trade-offs are needed. As a result, a set of Pareto-optimal
solutions, rather than a single solution, must be found.

A general multi-objective optimization problem can be written as

min f1(x), . . . , fr(x)
s.t. gj(x) ≤ 0, j = 1, . . . , J

hk(x) = 0, k = 1, . . . ,K
x ∈ Rd

(MOILP)

The space of the vectors of decision variables x is called the search space. The space formed by
all the possible values of objective functions is called the objective space. Since in general there is no
feasible point that minimises all the cost functions, we are concerned about the efficient points: those
feasible points x⋆ such that there is no feasible x with fi(x) ≤ fi(x) with at least one strict inequality
for i = 1, . . . , r. If x⋆ is an efficient point, (f1(x⋆, . . . , fr(x⋆)) is a non-dominated point in the objective
space. The set of all non-dominated points is usually called the Pareto frontier.

In this work we treat the bi-objective linear case (objectives and constraints are linear functions) with
integer variables, although we will present how to extend our techniques to some non-linear problems.
We provide an algebraic description of one of the classic methods to treat multiple-objective optimization:
the weighted sum method. In [7] an algebraic approach based in test sets is proposed for the ϵ-constraint
method.

1Email: josjimcob@alum.us.es.
2Email: hjimenezt@pedagogica.edu.co
3Email: ucha@us.es. Partially supported by MTM2016-74983-C2-1-R, MTM2016-75024-P and P12- FQM-2696.
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Given a linear integer programming problem with a single objective function

min ctx
s.t. Ax = b

x ∈ Zd
≥0

(LIP)

a fundamental tool is the test set associated to c and A:

Definition 1. A test set of LIP is a set T ⊂ ker(A) ⊂ Zd (valid for any RHS b) such that: 1) for
any feasible solution x of LIP that is not optimal, there exists t ∈ T such that x − t is feasible and
ct(x − t) < ctx, and 2) given the optimal solution x⋆ of LIP,x − t is not feasible for any t ∈ T .

Test sets produced a natural way of solving LIP starting from a feasible point. Test sets can be
computed using Gröbner bases with 4ti2 ([1]). They have been introduced in [10] to solve nonlinear
integer problems, and in [3] or [6] real problems of Portfolio and Reliability Redundancy Allocation.

2 The weighted sum method with test sets

The weighted sum method (cf. [5]) combines all the multi-objective functions into a single objective
MOILP into w1f1 + · · · + wrfr with ∑r

i=1wi = 1 to express the preferences of the decision maker, so it
is a natural idea to solve the set of the single objective problems

min (w1c1 + w2c2)tx
s.t. Ax = b

x ∈ Zd
≥0

(BOILW)

for w1 + w2 = 1 with test sets. It is well known that this method only produce the complete set of
non-dominated solutions if the Pareto front is convex and it is not always clear how to select properly
the wi. The solutions obtained by this method are called supported points.

Using test sets computed with Gröbner bases it is possible to compute exactly which values of w1, w2
produce new potential efficient points. This is possible because the Gröbner bases behind the test sets
have the following property: if the exponents with respect to an ordering ≺2 of the polynomials of a
given base for another ordering ≺1 are the same, the bases with respect to both orderings are the same
one (cf. [4]).

A brief description, given some c1, c2 and the matrix A of the constraints, of the procedure would be:

(1) Compute a test set of BOILW for w1 = 0, w2 = (1 −w1) = 1. Compute the corresponding optimal
point.

(2) Compute the exponents of the elements of the test set with respect to the formal combination
w1c1 + (1 −w1)c2. Choose the minimum value w⋆ for which these costs become 0 (and is less than
1)

(3) Set c1 = w⋆c1 and go to (1).

The algorithm is correct because the number of different Gröbner basis fo a given ideal is finite. An
additional advantage of using test sets computed with Gröbner bases is that this tool can describe
exactly which wi are necessary to be selected because they produce a different test set, so potentially a
new optimal point. Nevertheless, two different test sets can lead to the same optimal point.

Example 2. Given the bi-objective assignment problem with costs

c1 = (6, 4, 11, 10, 19, 18, 16, 10, 17), c2 = (12, 12, 8, 15, 9, 1, 16, 4, 3)
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and matrix

A =




1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1




the element (0, 1,−1, 0, 0, 0, 0,−1, 1) of the test set corresponding to the cost 1 · c1 + 0 · c2 has cost with
respect to w1c1 + (1 − w1)c2 equal to 1 − 8w1, so w1 = 1/8 produce a combination of the cost that will
lead to different test set, thus a potential new optimal point.

3 Application: reliability in redundancy allocation problems

In [2] a method to treat a family of three-objective redundancy allocation problem is presented. The
functions to be optimised are the cost, weight and reliability of the system. We propose an alternative
way to handle the case example (section 3) of three subsystems. We instead solve the bi-objective
problem with respect to cost f1 and weight f2 and add the reliability fR as an extra constraint (for
which we ask a convenient value ρ), as in [10]. We have reordered the coefficients in f2 to obtain more
non-dominated solutions.

We consider the resulting problem of the form

min f1, f2
s.t. 1 ≤ ∑3

i=1
∑mi

j=1 xij ≤ 7
fR(x) ≤ ρ
xij ∈ Z14

≥0

(1)

with
f1 = 4x11 + 6x12 + 7x13 + 8x14 + 9x15+

+3x21 + 4x22 + 5x23 + 7x24+
+2x13 + 4x32 + 4x33 + 6x34 + 8x35,

f2 = 9x11 + 6x12 + 6x13 + 3x14 + 2x15+
+12x21 + 3x22 + 2x23 + 2x24+
+10x13 + 6x32 + 4x33 + 3x34 + 2x35

and m1 = m3 = 5,m2 = 4.
Applying our method to this problem produces the consecutive values of w0 = 1/3, 1/2, 1/2 and 3/4,

and the following list of 6 optimal points of the linear part:

(0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1), (0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0),
(0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0), (1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0),
(1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0), (1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0)

For each of these optimal points we solve the non-linear corresponding problems with the strategy
of walkback (as it is explained in [6]) for the values of ρ for which we are interested in, and obtain
a suitable subset of the Pareto front of the non-linear Problem 1. For ρ = 0.99 the complete set of
supported non-dominated points obtained is

{(0, 0, 0, 0, 5, 0, 1, 3, 0, 0, 0, 0, 0, 5),
(1, 1, 0, 0, 0, 0, 3, 0, 0, 2, 0, 0, 0, 0),
(2, 0, 0, 0, 0, 1, 1, 0, 0, 2, 0, 0, 0, 0)}

We consider that the approach of solving this problem for different values of ρ is more convenient
that the one proposed in [2] in which 6112 non-dominated points are reported. The size of this set is
unmanageable for decision maker.
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4 Conclusions

We have presented an algebraic description of the weighted sum method to compute the supported
non-dominated solutions of a bi-objective linear integer programming problem. A generalization to any
number of objective functions is a work in progress and requires a complete understanding of how to
calculate the subset of the Gröbner fan of the ideal associated with the constraints corresponding to the
orders associated to the combinations of the costs.

In addition we have presented how to extend the algebraic weighted sum method to some multi-
objective non-linear integer problems, specifically to a redundancy allocation problem of the literature.
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1 Introduction

A generalized permutahedron is any polytope P whose edge directions are differences of standard basis
vectors ei − ej , where i ̸= j. In other words, they are elements of a type A root system. When the
convex hull of some subset of the vertices of P yields a generalized permutahedron, the resulting
polytope is called a subpermutahedron. We call subdivisions of P into subpermutahedra permutahedral
subdivisions. Permutahedral subdivisions of hypersimplices ∆(k, n) are well studied. If it is regular,
such a subdivision corresponds to a valuated matroid or, equivalently, to a tropical linear space. On the
other hand, non-regular matroid subdivisions can be used to construct non-realizable oriented matroids
[4]. For the relevant background in tropical geometry we refer to the monographs [11] and [7].

Our main contributions are the following. In Theorem 2 we characterize the regular permutahedral
subdivisions of the regular permutahedra via conditions on the 2-skeleton. This may be seen as a
generalization of the description of tropical linear spaces in terms of the 3-term Plücker relations to flags
of linear spaces; see also [3, 5]. Further, in Theorem 3, we show that those flags which can be realized in
a totally positive manner correspond to the permutahedral subdivisions whose cells are Bruhat interval
polytopes. Questions of positivity in tropical Grassmannians have been studied, e.g., in [13, 14]. One
motivation comes from particle physics; cf. [10, 1] and their references.

In this note we will give a brief account of our results. Additionally, we will discuss comprehensive
examples. All content presented here is expanded upon in the original version of the paper [8].

2 Preliminaries

Let Sym(n) denote the symmetric group on n elements. The regular permutahedron Πn is the convex
hull of the orbit of the point (1, 2, . . . , n) ∈ Rn under the action of Sym(n) by permuting coordinates.
The vertices of Πn are identified with the elements of the symmetric group. Note that dim Πn = n− 1.

For our purpose here we can define a matroid as a subpermutahedron of a hypersimplex; cf. [7,
Theorem 10.4]. In more standard terminology that would be the base polytope of the matroid. A flag
F = (F1, . . . , Fk) is a sequence of nonempty increasing subsets F1 ⊂ · · · ⊂ Fk, where Fi is referred
to as the ith constituent of F . Our work is primarily concerned with flags where each constituent

1Email: joswig@math.tu-berlin.de
2Email: g.loho@utwente.nl
3Email: luber@math.tu-berlin.de
4Email: olarte@math.tu-berlin.de
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is a subset of [n] = {1, 2, . . . , n}. Such a flag is full if k = n. A flag matroid M now is a sequence
of matroids (M1, . . . ,Mk) of consecutive rank, where the convex hull of the indicator vectors of
(Mi × {1}) ∪ (Mi+1 × {0}) is a subpermutahedron of ∆(i+ 1, n+ 1) for each i ∈ [k]. As with matroids,
this is not the only definition of a flag matroid, however it is known to be equivalent [3, Theorem 5.1.2].
A flag matroid M is identified with flags of bases (B1, . . . , Bk), where Bi ∈ B(Mi).

Let M = (M1, . . . ,Mk) be a flag matroid. The generalized permutahedron

conv
(

k∑

i=1
eBi |B1 ⊂ · · · ⊂ Bk, Bi ∈ B(Mi)

)

is the flag matroid polytope of M. In this way, flags of bases are identified with vertices of the flag
matroid polytope. We focus on the full uniform flag matroid. That is, the sequence of matroids
M = (M1, . . . ,Mn) where Md =

([n]
d

)
. Observe that Πn is the flag matroid polytope of the full uniform

flag matroid on [n]. Indeed, Πn is the Minkowski sum of the hypersimplices ∆(1, n) + · · · + ∆(n, n). It
is known that every subpermutahedron of Πn is a flag matroid polytope [2, Theorem 1.11.1].

Let τi = (i, i+ 1) denote an adjacent transposition in Sym(n). Recall that every element σ ∈ Sym(n)
can be expressed as a product of transpositions. An expression σ = τi1 . . . τik

of minimal length is a
reduced word for σ. The strong Bruhat order is a partial ordering on Sym(n), defined by the relation
σ1 ≤ σ2 if some reduced word for σ2 contains a subsequence, possibly non-consecutive, that is a reduced
word for σ1. A Bruhat interval is the set [σ1, σ2] = {γ ∈ Sym(n) : σ1 ≤ γ ≤ σ2}.

The polytope conv ([σ1, σ2]) ⊆ Πn, is the Bruhat interval polytope of [σ1, σ2]. Note that every Bruhat
interval polytope is a subpermutahedron of Πn, but the converse does not hold [9].

Example 1. Consider the quadrangle conv(123, 213, 312, 321), which is a subpermutahedron of the
hexagon Π3; see Figure 1 (left). This is not a Bruhat interval polytope since the inclusion of the bottom
element 123 and the top element 321 would imply that it is the entire permutahedron. Yet it is a flag
matroid base polytope, with constituents ({1, 3}, {12, 13, 23}, {123}).

123

321

213 132

231312

e

τ1τ2τ1 = τ2τ1τ2

τ1 τ2

τ1τ2τ2τ1

Figure 1: Left: regular hexagon Π3 subdivided into two flag polytopes, neither of which are Bruhat
interval polytopes. Right: Bruhat order of Sym(3).

Let (µ1, . . . , µk) be a sequence of valuated matroids on a flag matroid (M1, . . . ,Mk), where the Mi

are of consecutive rank di. If, for each i ∈ [k − 1], S ∈ ( [n]
di−1

)
and j, k, l /∈ S, the minimum in

min(µi(Sj) + µi+1(Skl), µi(Sk) + µi+1(Sjl), µi(Sl) + µi+1(Sjk))

is attained at least twice, we call (µ1, . . . , µk) a valuated flag matroid. The tropical polynomials above
are the 3-term tropical incidence relations. A sequence of valuated matroids is a valuated flag matroid
if and only if their associated tropical linear spaces form a flag [6, Theorem 1].
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Let (µ1, . . . , µn) be a valuated uniform flag matroid. The identification of vertices of Πn with
flags of bases yields a height function ∑n

i=1 µi : Sym(n) → R, defined by σ 7→ ∑n
i=1 µi(Bi), where

σ ∼= (B1, . . . , Bn). From [3] we know that a regular subdivision of Πn is permutahedral if and only
if it is induced by a height function ∑n

i=1 µi : Sym(n) → R, where (µ1, . . . , µn) is a valuated uniform
flag matroid. Thus, regular permutahedral subdivisions of Πn are identified with the support of a fan
in R2n known as the uniform flag Dressian FlDr(n). The uniform flag Dressian is isomorphic to the
subfan of the secondary fan of Πn in Rn! whose cones contain height functions inducing permutahedral
subdivisions. Here, we mostly make use of this embedded version of FlDr(n). Recall that the Dressian
Dr(k, n) is the subfan of the secondary fan of ∆(k, n) which is cut out by the 3-term Plücker relations;
cf. [11, Chapter 4] and [7, §10.5]. It parameterizes the valuated matroids of rank k on n elements. By
[2], permutahedral subdivisions of Πn consist of cells that are flag matroid polytopes, corresponding to
full flag matroids on [n].

3 Results

Our first main theorem tells us that a subdivision of Πn is permutahedral exactly if each 2-dimensional
face is subdivided into generalized permutahedra. This result also demonstrates the connection of
permutahedral subdivisions to tropical geometry.

Theorem 2. A height function w : Sym(n) → R induces a permutahedral subdivision if and only if it
induces a permutahedral subdivision of the 2-skeleton of Πn. That is:

(HEX) for every hexagon abcdef (labeled cyclically) in the 2-skeleton of Πn, we have

(HXE) w(a) + w(c) + w(e) = w(b) + w(d) + w(f),
(HXM) the maximum in max(w(a) + w(d), w(b) + w(e), w(c) + w(f)) is attained twice;

(SQR) for every square face abcd of Πn (labeled cyclically): w(a) + w(c) = w(b) + w(d).

Proof Sketch. We begin by duplicating the edges of the n-permutahedron, giving each two opposite
orientations. We denote this doubly directed version of the vertex-edge graph of Πn by G±Πn

=
(Sym(n), E±), with the usual identification of vertices with permutations. We do the same for each
hypersimplex ∆(d, n) with d ≤ n, denoting the twice oriented 1-skeleton by G±∆(d,n) =

(
Vd, E

±
d

)
. Note

that an indicator vector eA ∈ Vd is identified with its corresponding set in
([n]

d

)
. We make use of the

following. These statements are proven in more generality in Section 4 of [8].

(A1) A function g : E± → R that takes the same value on parallel edges of the squares in G±Πn
induces

functions gd : E±d → R (for each d ≤ n) such that gd(eA, eB) = g(v, w), where (v, w) is an edge on
the face of Πn obtained by extending (A ∩B,A ∪B) to full flags.

(A2) A function g : E±d → R whose values sum to 0 around the edges of every triangle in G±∆(d, n)
induces a function f : Vd → R such that g(v, w) = f(v) − f(w) for every edge (v, w) ∈ E±d .

Let w : Sym(n) → R be a height function satisfying (HXE), (HXM), and (SQR). Define h′ : E± → R
such that h(a, b) = w(a) − w(b). Using (SQR) and (A1), we obtain functions hd : E±d → R for each
hypersimplex ∆(d, n). Then (HXE), and the identification of vertices of Πn with flags of bases, implies
that the hd sum to 0 around the two dimensional faces of ∆(d, n). Therefore, via (A2), we obtain
gd :

([n]
d

) → R such that w(σ) = ∑n
d=1 gd(Bd), where σ ∼= (B1, . . . , Bn). It follows from (HXM) that

gd and gd+1 satisfy the 3-term incidence relations for each d ∈ [n− 1]. Thus (g1, . . . , gn) forms a full
valuated flag matroid such that w = ∑n

d=1 gd. By [3], w induces a permutahedral subdivision of Πn.
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The above shows that the embedding of the flag Dressian, as a set, is cut out in Rn! by the tropical
hypersurfaces and equations given in Theorem 2 by (HXE), (HXM) and (SQR). This is equivalent to
being able to determine if a subdivision of Πn is permutahedral by looking at the induced subdivision
of the 2-skeleton. While this embedding of the flag Dressian still has a fan structure, it will not be a
proper subfan of the secondary fan of Πn.

The subdivisions in Figure 2 induce the same subdivision in the 2-skeleton of Π4. However, they are
distinct. In the secondary fan of Π4 these would correspond to distinct cones. In the fan obtained via
the tropical and linear conditions of Theorem 2, the height functions inducing these subdivisions are in
the same cone C. In this case, C is spanned by four rays. In the secondary fan of Π4, we would see
two cones each spanned by three rays, intersecting in a common face of dimension two. Therefore the
fan structure on the embedded FlDr(n) induced by (HXE), (HXM), and (SQR) is a coarsening fan
structure in the secondary fan of Πn. From the perspective of the 2-skeleton, this means that we can
determine if a subdivision is permutahedral, however the subdivision itself is not determined. Note
that this is in contrast with results concerning the Dressian, where the fan structure induced by the
Plücker relations agrees with that of the secondary fan of the hypersimplex [12].

Figure 2: Two permutahedral subdivisions inducing the same pattern on the 2-skeleton.

Our second main result concerns the positive flag Dressian. That is, full flags of valuated matroids
that satisfy the positive 3-term Plücker relations. This is the space of full flags of valuated matroids
such that each constituent satisfies the following: For each S ∈ ( [n]

d−2
)

and i < j < k < l in [n] \ S we
have

µ(Sik) + µ(Sjl) = min(µ(Sij) + µ(Skl), µ(Sil) + µ(Sjk)).

The positive flag Dressian contains the tropicalized positive full flag variety. The positive full flag
variety is the space of full flags of linear spaces L1 ⊂ · · · ⊂ Ln whose Plücker coordinates are positive.
When the field is the Puiseux series, “positive” just means the coefficient of the leading term is positive.
We adapt the positive 3-term Plücker relations to reflect the geometry of Πn, as well as the regular
permutahedra connection to the symmetric group.

(HXM+) For every (cyclically labeled) hexagon abcdef of Πn, where b is the lowest permutation in the
Bruhat order, w(b) + w(e) = max(w(a) + w(d), w(c) + w(f)).

We then have the following result.

Theorem 3. Let u : Sym(n) → R. Then the following are equivalent:

1. The function u = ∑n
i=1wi for a valuated flag (w1, . . . , wn) which can be realized by a totally positive

flag of linear spaces.

2. All polytopes in the subdivision induced by w are Bruhat interval polytopes.

3. The function u satisfies conditions (HXE) and (SQR) from Theorem 2 as well as (HXM+).
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4 An all encompassing example

We will conclude with the following example as a coherent illustration of the main theorems. Let R{{t}}
denote the field of Puiseux series with the valuation val : R{{t}} → Q such that val(q) = k, where k is
the lowest exponent that appears in q. Thus q is positive if the coefficient of tval(q) is positive.

(1, 2, 3)

(3, 2, 1)

(2, 1, 3) (1, 3, 2)

(2, 3, 1)(3, 1, 2)

Figure 3: Subdivision of Π3 into Bruhat interval polytopes.

We begin with the 3 × 3 matrix with entries from R{{t}} below.

A =



t 1 t2

t4 1 + t2 t
1 1 1




Let Li be the span of the first i rows of A. Below we have the Plücker coordinates of L1, L2, and L3.
Note that the entries of pLi are indexed by the elements of

([3]
i

)
, ordered lexicographically. We have

pL1 = (t, 1, t2)
pL2 = (t+ t3 − t4, t2 − t6, t− t2 − t4)
pL3 = 2t− 2t2 + t3 − 2t4 + t6

Notice that the Plücker coordinates are all positive. That is, L1 ⊂ L2 ⊂ L3 forms a flag of positive
linear spaces. Tropicalizing the Plücker coordinates of L1 and L2 and L3 yields functions µi :

([3]
i

) → R,
i ∈ [3], such that

µ1 = (µ1(1), µ1(2), µ1(3)) = (1, 0, 2)
µ2 = (µ2(12), µ2(13), µ2(23)) = (1, 2, 1)
µ3 = 1

As the (d, n)-Dressian contains the tropical Grassmannian, we can see that µ1 ∈ Dr(1, 3) and
µ2 ∈ Dr(2, 3). Recall that we can identify the vertices of Π3 with flags of rank (1, 2, 3). Define
w : Sym(3) → R to be the function ∑n

i=1 µi for (µ1, µ2, µ3) restricted to the vertices of Π3. We then
have

w((1, 2, 3)) = 4 w((2, 1, 3)) = 5 w((1, 3, 2)) = 2
w((3, 1, 2)) = 4 w((2, 3, 1)) = 2 w((3, 2, 1)) = 3

Observe that

w((1, 2, 3)) + w((3, 1, 2)) + w((2, 3, 1)) = w((2, 1, 3)) + w((1, 3, 2)) + w((3, 2, 1)) = 10

and

max {w((1, 2, 3)) + w((3, 2, 1)), w((2, 1, 3)) + w((2, 3, 1)), w((1, 3, 2)) + w((3, 1, 2))} = 7
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is attained twice. That is, w meets the criteria described in Theorem 2 to induce permutahedral
subdivisions on hexagons. Moreover,

max {w((1, 2, 3)) + w((3, 2, 1)), w((2, 1, 3)) + w((2, 3, 1)), w((1, 3, 2)) + w((3, 1, 2))}

attains its maximum at the w((1, 2, 3)) + w((3, 2, 1)) entry, corresponding to the maximal and minimal
elements of Sym(3) in the Bruhat order. This gives the subdivision shown in Figure 3. Indeed, we
can see that the cells of this subdivision are generalized permutahedra. Further, by Theorem 3, w
subdivides Π3 into Bruhat interval polytopes (see 1).
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Abstract

A system of linear equations over a finite field Fq is said to be common if, among all
two-colorings of Fn

q , the uniform random coloring minimizes the number of monochromatic
solutions asymptotically. The notion of common systems of linear equations was introduced
by Saad and Wolf, as an analogue to the well-studied notion of common graphs.

Fox, Pham and Zhao characterized the common systems consisting of one equation. We
study systems consisting of two equations over the binary field F2. We characterize, up to a
finite number of cases, which systems with an odd number of variables are common. Our
characterization answers a question by Kamčev, Liebenau and Morrison in the affirmative
way whether there exist common systems of equations that are not translation invariant.

1 Introduction

The study of monochromatic solutions of systems of equations in colored arithmetic structures is one of
the central topics in additive combinatorics. An 1892 result of this type by Hilbert [6] is often cited
as the very first result in Ramsey theory, preceding Ramsey’s Theorem [11] itself. Theorems by Van
der Waerden [15] and Rado [10] are other famous examples of statements of this kind. However, these
results only concern the existence of a monochromatic solutions, and they do not deal with the number
of solutions, or with the structure of the solution set.

The problem that we study here originates from the quantitative question concerning Ramsey type
results in graph theory: the notion of common graphs. This notion is closely related to one of the
most well-known open problems in extremal combinatorics—Sidorenko’s Conjecture. A graph H is
common if, whenever the edges of Kn are colored in two colors, the number of monochromatic copies
of H is asymptotically minimized for the uniformly random coloring. In other words, as n tends to
infinity, the proportion of morphisms from H to Kn which are monochromatic tends to at least 2|E(H)|−1

regardless of a two-coloring of the edges of Kn. Goodman [5] proved that the triangle is common and
Erdős [3] conjectured that all cliques are common. Burr and Rosta [1] extended the conjecture of
Erdős and conjectured that every graph is common. Sidorenko [13] disproved the latter conjecture, by
proving that a triangle with a pendant edge is not common. The conjecture of Erdős’ was disproved by

1E-mail: dkral@fi.muni.cz. The work of D.K. and A.L. has received funding from the European Research Council
(ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No 648509). This
publication reflects only its authors’ view; the European Research Council Executive Agency is not responsible for any use
that may be made of the information it contains. The authors were also supported by the MUNI Award in Science and
Humanities MUNI/I/1677/2018 of the Grant Agency of Masaryk University.

2E-mail: lamaison@fi.muni.cz
3P.P.P. was supported by the Lendület program of the Hungarian Academy of Sciences (MTA) and by the National

Research, Development and Innovation Office NKFIH (Grant Nr. K124171 and K129335).
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Thomason [14], who proved that no clique on at least four vertices is common. More generally, any
graph containing K4 is not common [7]. We note that Sidorenko’s Conjecture asserts that quasirandom
graphs minimizes densities of bipartite graphs, and so if true, it would imply that all bipartite graphs
are common.

We study the notion of common systems of linear equations over Fq, which was introduced by Saad
and Wolf [12]. Given a system L and a subset A ⊆ Fn

q , we denote by sol(L;A) the set of elements
x ∈ Ak with L(x) = 0. The set A should be understood as one of the color classes while the other color
class is Fn

q \A. We say that a system L is non-degenerate if each variable is constrained by at least one
of the equations.

Definition 1. Let L be a non-degenerate, full rank system of m linear equations over k variables, on
Fq. We say that L is common if, for any positive integer n and any A ⊆ Fn

q we have

|sol(L;A)| + |sol(L;Fn
2 \A)| ≥ |sol(L;Fn

2 )|
2k−1 . (1)

Otherwise, we say that L is uncommon.

Cameron, Cilleruelo and Serra [2] proved that every linear equation with non-zero coefficients on
an odd number of variables is common. Saad and Wolf [12] proved that any equation with an even
number of variables such that the coefficients can be split into pairs adding up to zero is common.
The characterization of the common systems of a single linear equation was given by Fox, Pham and
Zhao [4], who showed that an equation is common if and only if it belongs to one of the classes previously
described. An immediate corollary of the just mentioned results is that every linear equation over the
two element field F2 is common.

Kamčev, Liebenau and Morrison [8, 9] gave several results concerning common systems L of two
or more linear equations. Some of these results give conditions on subsystems induced by L, which
imply that L is uncommon; a system L induces a subsystem if the subsystem is implied by L. For
example, Kamčev et al. [9] showed that if L induces a subsystem of two equations on four variables,
then L is uncommon. Consequently, if every solution of L contains an arithmetic progression of length
four formed by the same variables, then L is uncommon. Kamčev et al. [9] also posed several open
questions. In particular, they asked whether there exists a system of linear equations of rank at least
two that is common but not translation invariant.

2 Our results

Our results concern systems of two linear equations over the binary field F2. Since the only non-zero
coefficient in F2 is 1, every linear system of two equations can be written in the form

x1 + x2 + · · · + xr = x′1 + x′2 + · · · + x′s = x′′1 + x′′2 + · · · + x′′t

for some values of r, s, t. We denote this system by Lr,s,t.
In this work, we consider the case that the number r + s + t of variables is odd only. While we

have also obtained results for the case when the sum is even, the analysis used in the proof is more
complicated and we intend to complete them and included to the journal version of this work. We
discuss the differences between the even and the odd cases when we sketch the proof of our main result
in Section 3. In the odd case, our main result is a characterization of common systems up to a finite
number of triples (r, s, t):

Theorem 2. (a) If all r, s and t are odd, then Lr,s,t is common.

(b) If r is odd, s and t are even and t ≥ 2r + s, then Lr,s,t is uncommon.
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(c) There exists a constant C such that if r is odd, s and t are even, s ≤ t < 2r + s and t ≥ C, then
Lr,s,t is common.

The remaining cases can be obtained by permuting r, s and t.
The constant C in Theorem 2(c) arises from an estimate in a certain bound in the proof, and could

potentially be just an artifact of the proof. In fact, numerical computations for small cases suggest that
the statement holds with C = 0.

The significance of the condition t ≥ 2r + s is that it is the threshold at which the random coloring
becomes locally uncommon. In Case (b), the coloring that violates (1) can be obtained by changing the
color of relatively few elements of the uniformly random coloring.

The systems described in Case (c) are common, have rank two and are not translation invariant
(since it contains the equation x1 + · · · + xr + x′1 + · · · + x′s = 0, with an odd number of variables,
adding the same non-zero vector to all variables of a solution yields a non-solution). Hence, this answers
the aforementioned question of Kamčev, Liebenau and Morrison. In fact, we can show that L1,2,2 is
common using a Cauchy-Schwarz argument.

3 Sketch of the proof

Similarly to [4], the two main techniques employed in our arguments are using a Fourier transform and
replacing the original integer optimization problem by its linear relaxation.

Let L = Lr,s,t be a system of two linear equations over the binary filed, and let k = r+ s+ t. Further,
let Fn

2 = R ∪B be a coloring of the elements of Fn
2 , i.e., the elements of one of the colors form the set R

and of the other color the set B. For simplicity, we denote the variables as x = (x1, x2, . . . , xk). The
number of monochromatic solutions can be written as

|sol(L,R)| + |sol(L,B)| =
∑

x∈sol(L,Fn
2 )

(
k∏

i=1
1R(xi) +

k∏

i=1
1B(xi)

)
(2)

where 1R and 1B are the indicator functions for the sets R and B.
A system L is common if and only if the equation (2) has a value at least 2n(k−2)−(k−1) for any n and

any function 1R : Fn
2 → {0, 1} and 1B = 1 − 1R, which is equivalent to (1) with A = R (if (2) drops below

2n(k−2)−(k−1) for one n, it fails for infinitely many n’s by a multiplicative factor). It can be observed
that, if the system L is common, then the same inequality also holds if 1R is replaced by any function
f : Fn

2 → [0, 1], and 1B by 1 − f , i.e., it holds that

∑

x∈sol(L,Fn
2 )

(
k∏

i=1
f(xi) +

k∏

i=1
(1 − f)(xi)

)
≥ 2n(k−2)−(k−1) (3)

for all functions f : Fn
2 → [0, 1]. The reason is as follows. If the function f is a counterexample for (3),

then it is possible to obtain a partition FN
2 = R ∪B with N ≫ n by adding each (y1, y2, . . . , yN ) ∈ FN

2
to R independently with probability f(y1, y2, . . . , yn). With high probability, this partition will not
satisfy (1).

A key step in deciding whether all functions f satisfy (3) is to consider the Fourier transform of (3).
For each y ∈ Fn

2 , we define the Fourier coefficient

f̂(y) = 2−n
∑

x∈Fn
2

(−1)⟨x,y⟩f(x).
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With this transformation, the condition (3) for L being common is transformed to

21−r−s−t ≤f̂(0)r+s+t + (1 − f̂(0))r+s+t

+
(
f̂(0)r − (f̂(0) − 1)r

) ∑

y∈Fn
2 \{0}

f̂(y)s+t

+
(
f̂(0)s − (f̂(0) − 1)s

) ∑

y∈Fn
2 \{0}

f̂(y)t+r

+
(
f̂(0)t − (f̂(0) − 1)t

) ∑

y∈Fn
2 \{0}

f̂(y)r+s, (4)

where f̂ is the Fourier transform of any function f : Fn
2 → [0, 1]. This is the crucial point at which the

parity of r + s+ t becomes important: the Fourier transform of the terms corresponding to the product
of f contain a term, ∑y ̸=0

∑
z ̸∈{0,y} f̂(y)rf̂(z)sf̂(y + z)t, which cancels out with a similar term coming

from the product of 1 − f . When r + s+ t is even, these terms add up rather than cancel out, bringing
an additional layer of complexity to the equation.

Using the transformation to (4), the proof of Theorem 2(a) is easy: the last three lines of (4) are
trivially non-negative and the inequality in the first line holds by convexity of xr+s+t. Theorem 2(b) is
proven by giving an explicit description of a function that violates our inequality. Finally, Theorem 2(c),
which is the most complex case, is established using Parseval’s identity in combination with a fine case
analysis.
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Abstract

Sensory analysis of foods is an important task both in industry and academia. In the
last few decades, several rapid methodologies have been proposed, aiming to overcome the
slowness and costs of traditional trained panels. The present work introduces a new rapid
method which, for the first time, uses graphs for both gathering and processing consumers’
opinions. This method was tested in two sessions, smelling spice blends and tasting chocolate
bars, leading to clear results comparable to those obtained by state-of-the-art methods.

1 Introduction

Identifying similarities and differences between foods is of great importance for both sensory science
and industry, being particularly useful to understand how consumers perceive a product [12]. This
analysis was traditionally performed by a trained panel, but the need for fine training implies large
costs in time and money. Therefore, in the last few decades a number of alternative, cheaper and faster
methods have been proposed [21].

Two of the most popular among these rapid methods ask the participants to somehow group the
products according to their similarity. In Sorting, originated in psychology in 1935 [7] and first used
with foods in 1995 [13], the participants are asked to distribute the products in disjoint groups according
to their own criteria, without restrictions on the number of groups or the number of products in each
group. In Projective mapping, stemming from psychology in 1964 [4] and first used with food products
in 1994 [20], the participants have to position the samples on a 2D rectangular paper or screen, in such
a way that similar products become positioned closer and vice versa, according to their own criteria.
See Figure 1.

The data gathered by these methods can then be analyzed using different tools. For Sorting, statistical
techniques such as Multidimensional Scaling (MDS) [14] or its generalization DISTATIS [1] are typically
used, providing a consensus map in which similar samples become placed nearby, and vice versa. Recent
works [9, 10] proposed alternative visualizations as trees. As for analyzing data from Projective Mapping,
the statistical Multiple Factor Analysis (MFA) [18] is considered the standard in food science, also
providing a consensus map where more similar samples are positioned closer and vice versa. The recent
approach SensoGraph [15, 16] proposed an alternative graph visualization.

1Email: jlahne@vt.edu
2Email: david.orden@uah.es. Research of D. O. supported by Project PID2019-104129GB-I00 funded by MCIN/ AEI

/10.13039/501100011033.
3Email: Kat.Phetxumphou@driscolls.com
4Email: marino.tejedor@uah.es. Research of M. T-R. supported by Project PID2019-104129GB-I00 funded by MCIN/

AEI /10.13039/501100011033.
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Figure 1: Examples of a participant’s opinion using Sorting (left) and Projective Mapping (right).

Following this trend of using graph techniques for sensory analysis, the present work introduces
a graph-based method for both gathering the consumers’ opinions and processing those data. Two
sessions were performed in order to test the method, whose results are discussed and compared to those
obtained by state-of-the-art methods.

2 The Linking+SensoGraph graph-based method for sensory analysis

Despite their usefulness, both Sorting and Projective Mapping have disadvantages. Imagine that the
example in Figure 1 asks about similarities between numbers. In Sorting (left) the groups being disjoint
implies transitive similarity, i.e., A being similar to B and B being similar to C, implies A being similar
to C. Thus, a participant must decide whether to group the number 2 with the other prime numbers
(as in the figure) or with the other one-digit even numbers.

In Projective Mapping (right), reflecting all the similarity relations is more exhausting since, for
the same groups as in the left figure, a participant should also take into account properties like the
number 6 being the product of 2 and 3, hence positioning the former closer to the latter two numbers,
or the number 10 being also even, hence to be positioned closer to the group of even one-digit numbers.

In order to overcome these issues, we have recently proposed the Linking method for gathering
opinions [11]. In this method, the participants are asked to join with a link those pairs of samples they
consider similar. For this connect-the-dots task, the samples are presented on the vertices of a regular
polygon, randomizing the sample positions for each participant in order to avoid bias. See Figure 2, left.
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Figure 2: Left: Example of a Linking answer. Right: Adding answers gives a weighted graph.
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In that work, the graph-distances between samples were then translated into a dissimilarity matrix
which allowed to use the same analyzing tools as for Sorting. In the present work a different approach
is explored, see Figure 2, right: Adding the 0-1 adjacency matrices of individual answers gives a global
similarity matrix which can be interpreted as the adjacency matrix of a weighted graph. Thus, a
force-directed drawing algorithm can be applied to that matrix in order to obtain a representation
where more strongly connected nodes will become positioned closer, and vice versa. Graph drawing
algorithms are considered an alternative to non-metric MDS in social and behavioral sciences [5], but
they had not been used before for Sorting or Linking.

As in the SensoGraph method introduced in [15], we chose the standard Kamada-Kawai [8] algorithm
for drawing weighted undirected graphs. This algorithm considers the edge weights of a graph as forces
and lets that system of forces evolve to an equilibrium position. In this way, we obtain a consensus map
where similar samples are positioned closer and vice versa. In addition, we represented larger weights as
thicker and greener edges, and smaller weights as thinner and redder edges. See Figures 3 and 5.

3 Testing sessions

For the sake of comparing the results, in the two testing sessions the participants evaluated the samples
using both Sorting and Linking, in a counterbalanced order. For the Sorting task, each participant
received the 10 samples at the same time, in a different randomized order, and was asked to sort into
groups based on similarities using any number of groups between two and nine, with as many samples
as wanted in each group. They were informed that there was no right answer. The data were collected
using the Compusense Cloud system [3] and processed using DISTATIS in the version 4.0.2. of R [19].

For the Linking task, each participant received the 10 samples at the same time, in a different
randomized order, positioned as the vertices of a regular polygon, and was asked to join with a line those
pairs of products you consider similar. The data were collected and processed using the SensoGraph
system [17]. In both cases, the participants could re-taste the samples several times.

3.1 Results for a spice-blends smelling session

In a first study, a total of 58 persons (38 female and 20 male), with an average age of 29 years, performed
orthonasal evaluation of aroma similarity for 10 blends of dried spices. The participants were not trained,
although some of them had previously participated in other tests. All the samples were presented in
foil-wrapped glass vials, in order to avoid visual discrimination. Figure 3 shows the results obtained,
where the global similarity matrix (left) is arranged according to the order provided by hierarchical
clustering [6].

Three groups can be observed:

• The Cinnamon group {Cinnamon, Cinnamon+pepper, Cinnamon+turmeric},

• the Cardamom group {Cardamom, Cardamom+pepper, Cardamom+turmeric}, and

• the Pepper and Turmeric group {Pepper, Turmeric, Pepper+turmeric}.

Together with a sample between the former two groups, Cinnamon+Cardamom, in the middle of those
Cinnamon and Cardamom groups.

It is interesting to note that, out of the four basic spices used (Cardamom, Cinnamon, Pepper, and
Turmeric) only Cinnamon and Cardamom dominated enough as to form their own group, which is
composed by the corresponding basic spice and its blends with Pepper and Turmeric. Furthermore,
Pepper and Turmeric did not form such a group, being instead grouped together and with the blend of
them.

These results are comparable to those we obtained in [11] using Sorting+DISTATIS, see Figure 4,
left, where more similar samples are positioned closer and confidence ellipses [2] are included.
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Figure 3: Results of Linking+SensoGraph for the spice-blends smelling. Left: Global similarity matrix.
Right: Graph drawing by Kamada-Kawai algorithm.

Figure 4: Left: Results for Sorting+DISTATIS for the spice-blends smelling. Right: Results for
Sorting+DISTATIS for the chocolates tasting.

3.2 Results for a chocolate tasting session

In a second study, a total of 63 persons (49 female and 14 male), with an average age of 34 years,
evaluated 10 commercial chocolate bars by taste and retronasal flavor. The participants were not
trained, although some of them had previously participated in other tests, actually some in the previous
test. All the samples were presented in souffle cups with the bars’ identifying details (e.g., logos) effaced,
in natural light. Figure 5 shows the results obtained, where the prefix Milk or Dark indicates the type
of chocolate and the suffix indicates the percentage of cocoa content.

Again, three clear groups can be observed:
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Figure 5: Results of Linking+SensoGraph for the chocolates tasting. Left: Global similarity matrix.
Right: Graph drawing by Kamada-Kawai algorithm.

• The group of dark chocolates with a higher percentage of cocoa,

• the group of dark chocolates with a lower percentage of cocoa, and

• the group of milk chocolates with low percentage of cocoa.

Together with a sample between the latter two groups, MilkEndangeredSpecies48, which on one hand
contains a higher percentage of cocoa than the dark chocolates in the second group and, on the other
hand, is a milk chocolate like those in the third group. These results are also comparable to those we
obtained in [11] using Sorting+DISTATIS, see Figure 4, right.

4 Conclusions

This work presents Linking+SensoGraph, a graph-based rapid method for assessing similarities among
a set of samples. In Linking, the items to evaluate are given at the vertices of a regular polygon and
the participants are asked to join with a line those they consider similar, thus creating a graph on the
given nodes. The adjacency matrices of those graphs are then added to a global similarity matrix. In
SensoGraph, that global similarity matrix is seen as the adjacency matrix of a weighted graph, for
which the Kamada-Kawai algorithm provides a drawing where more strongly connected nodes, i.e.,
more similar items, become positioned closer, and vice versa.

The proposed method was tested by untrained assessors in two sessions, smelling spice blends and
tasting chocolate bars. The results obtained allow to get a clear and consistent idea of the participants’
opinion, are comparable to those obtained by the state-of-the-art method using Sorting+DISTATIS,
and provide a new type of visualization.
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Abstract

Random projections decrease the dimensionality of a finite set of vectors while ensuring
approximate congruence, up to a multiplicative constant. Based on the theory of random
projections in conic programming we derive an application of random projections to a
nonconvex mathematical programming problem in distance geometry, namely that of finding
the positions of the vertices of a graph in a vector space of given dimension, while ensuring that
every pair of adjacent vertices is placed at a Euclidean distance equal to the corresponding
edge weight.

1 Introduction

This paper is about the application of Random Projections (RP) to the Distance Geometry Problem
(DGP). Insofar as RPs have been applied to Mathematical Programming (MP), this is the first time
that RPs are successfully applied to a problem with nonconvex constraints.

The DGP is the following problem [9]. Given an integer K > 0 and a simple edge-weighted undirected
graph G = (V,E, d) with d : E → R+, determine if there is a realization x : V → RK such that

∀i < j ∈ V ∥xi − xj∥2
2 = d2

ij . (1)

The DGP is useful to model inverse problems where the input is given by a subset of Euclidean distances,
and the problem is to construct a consistent realization. Although the DGP is framed as a decision
problem, it is defined over the real numbers, which means that it is unlikely to be in NP for all K > 1.
Nonetheless, it is NP-hard [15].

Given A = {A1, . . . , An} ∈ Rm, ϵ ∈ (0, 1), and k = O(ϵ−2 ln(n)), RPs are σ-sparse k × m random
matrices, sampled componentwise4 from N(0, 1/

√
kσ), such that

Prob
( ∀i < j ≤ n (1 − ϵ)∥xi − xj∥2 ≤ ∥Txi − Txj∥2 ≤ (1 + ϵ)∥xi − xj∥2

) ≥ 1 − δ, (2)

where δ = O(e−Cϕ(k)), C is a universal constant not depending on input data, and ϕ is usually linear in
k. Eq. (2) is known as the Johnson-Lindenstrauss Lemma (JLL) [6], the main result in this area. It
proves that RPs guarantee approximate congruence, with arbitrarily high probability (wahp) on finite
point sets reduced from m to k dimensions. We note that the JLL is a high-dimensional theoretical
result: if m is too small, any decent value for ϵ will already set k larger than m, trivializing the result.

1Email: liberti@lix.polytechnique.fr
2Email: bmanca@unica.it. Partly supported by grant STAGE, Fondazione Sardegna 2018.
3Email: pierre-louis.poirion@riken.jp
4Other distributions can be used, some of which discrete, e.g. [1], but in our empirical experience in projecting continuous

problems what really counts is the sparsity structure of T , rather than the values of the nonzeros.
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We note outright that the JLL cannot be trivially applied to the dimensionality K of the solution
vectors involved in Eq. (1). Not only is K usually too small for this purpose, but the x symbols in
Eq. (1) are decision variables, rather than given vectors. Given that they range over RK , they represent
uncountable point sets: the JLL does not apply to such cases.

The key to a successful application of RPs to the DGP goes through a theory of RPs in conic
programming developed in [10].

1.1 Some results about the DGP

The DGP has applications in many different dimensions. Time-synchronization network protocols
motivate the DGP in one dimension K = 1 [16], localization of sensor networks motivate it for K = 2
[4], protein conformation by Nuclear Magnetic Resonance (NMR) [12] motivates it for K = 3. Graph
embeddings in machine learning motivate it for high-dimensional values of K too [7]. For certain graph
structures, one may use specific mixed-combinatorial methods [9]. In general, though, we resort to MP,
a formal language for describing and solving optimization problems [8].

In this paper we make use of two simple MP formulations of the DGP: the slack formulation

P ≡





min
x∈RnK

s+≥0,s−≥0

∑
{i,j}∈E

(s+
ij + s−ij)

∀{i, j} ∈ E ∥xi − xj∥2
2 = d2

ij + s+
ij − s−ij ,

(3)

and the quartic formulation
min

x∈RnK

∑

{i,j}∈E

(∥xi − xj∥2
2 − d2

ij)2. (4)

We note that both are non-convex Nonlinear Programs (NLP), and that both are exact reformulations
of one another.

1.2 Some results about RPs

There is by now an extensive body of work on RPs [5, 17], ranging from new JLL proofs, to efficient
ways to sample RPs, to applications in data science, to computational testing. More recently, the
field of application of RPs was generalized to optimization problems, which poses new challenges: (a)
dealing with the fact that decision variables may represent infinite (rather than finite) vector sets,
and (b) inferring approximate feasibility and optimality from approximate congruence. Least-squares
optimization subject to black-box convex constraints was discussed in [14], Linear Programming (LP)
in [19], Conic Programming (CP) in [10], Quadratic Programming (QP) in [3].

The work most relevant to the current paper is [10], which gives derived approximate feasibility and
optimality results for LP, Second-Order Cone Programming (SOCP) and Semidefinite Programming
(SDP) using the language of Formally Real Jordan Algebras.

2 Applying RPs to the slack formulation

We let P be the DGP formulation in Eq. (3), and T be a random projector. We define a projected DGP
formulation TP similarly to [10]. For a standard-form CP

C ≡ min{⟨C,X⟩ | ∀i ≤ m ⟨Ai, X⟩ = bi ∧X ⪰ 0}

we write the linear constraints as [A ⊙X = b] ≡ [∀i ≤ m vec(A)i
⊤vec(X) = bi], where vec(M) is the

vector obtained by stacking the columns of M , and define the projected CP

TC ≡ min{⟨C,X⟩ | TA⊙X = Tb ∧X ⪰ 0}.
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The result of this projection is that the number of constraints goes from m down to k (see Eq. (2)),
which hopefully implies that it can be solved more efficiently.

First, we note that we can limit the scope of RPs to a given subset of rows. If our linear system
A ⊙ X = b consists of two stacked subsystems A1 ⊙ X = b1 and A2 ⊙ X = b2, it suffices to define
T̂ =

(
I 0
0 T

)
to obtain the projected system T̂A⊙X = T̂ b consisting of the two stacked subsystems

A1 ⊙X = b1 and TA2 ⊙X = Tb2. This allows us to project subsets of rows of a MP formulation, and
still claim validity of all of the results in [10].

Next, we note that Eq. (1) can be reformulated exactly as follows:

∀{i, j} ∈ E Xii − 2Xij +Xjj = d2
ij

X = xx⊤.

}
(5)

This reformulation is at the basis of the SDP relaxation of the DGP, which replaces X = xx⊤ by X ⪰ 0.
The linear subsystem A⊙X = b, written as ∀{i, j} ∈ E ⟨Aij , X⟩ = d2

ij , is defined on a set of m = |E|

symmetric n× n matrices Aij having
(

1 −1
−1 1

)
as their {i, j}-th main 2 × 2 minor.

We now apply a k × n2 RP T to Eq. (5) so that only the first m rows are projected. For the {i, j}-th
row of A⊙X = b, the application of T to (vec(Aij), d2

ij) yields a random combination of all of the rows
of (A, b), hence:

∀h ≤ k vec((TA)h) =
∑

{i,j}∈E

Th,{i,j}vec(Aij) =
∑

{i,j}∈E

Th,{i,j}d
2
ij .

In particular, we have

∀h ≤ k
∑

{i,j}∈E

Th,{i,j}(Xii − 2Xij +Xjj − d2
ij) = 0. (6)

We now substitute all of the X variables back with their definition X = xx⊤, which yields:

∀h ≤ k
∑

{i,j}∈E

Th,{i,j}(∥xi − xj∥2
2 − d2

ij) = 0. (7)

The derivation of Eq. (7) is valid as long as the DGP instance is feasible (otherwise [10, Thm. 3.2] no
longer holds, since it is based on conic duality). We address this issue heuristically, by employing Eq. (7)
in the slack DGP formulation, which is always feasible. Our projected DGP formulation turns out to be:

TP ≡





min
x∈RnK

s+≥0,s−≥0

∑
h≤k

(s+
h + s−h )

∀h ≤ k
∑

{i,j}∈E
Th,{i,j}(∥xi − xj∥2

2 − d2
ij) = s+

h − s−h .
(8)

As for the error of Eq. (7) w.r.t. Eq. (5), we prove the following result.

Theorem 1. Assume the DGP instance G = (V,E, d) is feasible, and X̄ is a solution of Eq. (6) that
also satisfies rk(X̄) = x̄x̄⊤ for some x̄ ∈ RnK . Then

∀u > 0 Prob
[∥A⊙ X̄ − b∥2 ≤ δθ2(C

√
lnn+ 2u)/

√
k
] ≥ 1 − 2e−u2

,

where δ = max
v∈V

√
deg(v), θ is an upper bound to ∥x∥1 over every feasible realization x of the DGP, and

C is a universal constant.
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Proof. Let C = {A⊙X − b | X = xx⊤ ∧ ∥x∥1 ≤ θ}. By [18, Ex. 9.1.8], we have that, for all u > 0, the
following holds with probability 1 − 2e−u2 :

sup
A⊙X−b∈C

∣∣ ∥TA⊙X − Tb∥2 −
√
k∥A⊙X − b∥2

∣∣ ≤ Cw(C) + urad(C),

where w(C) is the Gaussian width and rad(C) = supY ∈C ∥Y ∥2. Since A⊙ X̄ − b ∈ C, we can apply the
above to x̄. Since TA⊙ X̄ = Tb by definition of X̄, we obtain:

√
k∥A⊙X − b∥2 ≤ Cw(C) + urad(C).

We now compute estimates of w(C) and rad(C). By the definition of the Gaussian width, we have
w(C) = Eg∼N(0,Im) supA⊙X−b∈C⟨g,A⊙X−b⟩. Since Gaussian widths are invariant by affine translations,
we obtain w(C) = Eg∼N(0,Im) supA⊙X∈C+b⟨A⊤g, vec(X)⟩. By definition of C, we replace X by xx⊤

and rewrite the sup quantification, yielding w(C) = Eg∼N(0,Im) sup∥x∥1≤θ⟨A⊤g, vec(xx⊤)⟩. By Hölder’s
inequality, ⟨A⊤g, vec(xx⊤)⟩ ≤ ∥A⊤g∥∞ ∥vec(xx⊤)∥1. Now, note that

∥vec(xx⊤)∥1 =
∑

ij

∣∣∑

h

xihxjh

∣∣ ≤
∑

ijh

|xih| |xjh| ≤ θ2 (9)

by the triangular inequality, so w(C) = θ2Eg∼N(0,Im)∥A⊤g∥∞. Next, note that the p-th component of
A⊤g is distributed like N(0, ∥Ap∥2), so by [18, Ex. 2.5.10], we obtain w(C) = θ2C maxp≤n2 ∥Ap∥2

√
lnn2.

By re-defining C as C
√

2 we get w(C) = θ2C maxp≤n2 ∥Ap∥2
√

lnn. Note that, by the structure of A in
the DGP, for the p-th vertex couple (v, z) ∈ V × V , the p-th column Ap of A has at most a single −1
entry if v ̸= z, and deg(v) 1 entries if v = z, so maxp ∥Ap∥2 = maxv∈V

√
deg(v).

Since the DGP instance is feasible, there exists X̂ s.t. A⊙ X̂ = b and X̂ = x̂x̂⊤. We therefore have
rad(C) = supA⊙X−b∈C ∥A⊙ (X − X̂)∥2 (by replacement of b with A⊙ X̂), whence

rad(C) ≤ sup
∥x∥1≤θ

∥A vec(xx⊤)∥2 + ∥A vec(x̂x̂⊤)∥2

by the triangular inequalities and X = xx⊤. Now we have

∥A vec(xx⊤)∥2 ≤
∑

p≤n2

∥Ap∥2
∣∣∑

h

xiphxjph

∣∣ ≤ sup
p

∥Ap∥2 θ
2 = θ2 max

v∈V

√
deg(v)

by Eq. (9), where (ip, jp) is the p-th vertex pair in V × V .

We also note that θ can be computed from the DGP instance G = (V,E, d) by assuming that the
realization centroid is at the origin, and taking the worst case of a realization x on a single segment:
the realization diameter is then ∑{i,j}∈E dij , whence one can easily derive bounds for x and hence θ.

2.1 A new DGP solution algorithm

We note that Eq. (8) is another nonconvex NLP, albeit with fewer constraints than Eq. (3). We can
therefore only solve it locally in practically acceptable times.

Instead, we turn to Barvinok’s naive algorithm applied to the DGP [11]: the solution X̄ of the SDP
relaxation of Eq. (5)

∀{i, j} ∈ E Xii − 2Xij +Xjj = d2
ij

X ⪰ 0

}
(10)

is “close” to a feasible solution of the DGP, if it exists. This closeness is more precisely defined as
follows: given a random n×K matrix y with each yij ∼ N(0, 1/

√
K), the n×K matrix x̄ =

√
X̄y is

close to a feasible solution of Eq. (5), in the sense that the Euclidean distance between x̄ and each of
the submanifolds of RnK defined by ∥xi − xj∥2 = d2

ij is bounded above by O(
√

∥X̄∥2 ln(n)) (wahp).



Discrete Math Days, Santander, July 4–6, 2022 185

Barvinok’s naive algorithm also naturally applies to the projected SDP formulation derived from
Eq. (6):

∀h ≤ k
∑

{i,j}∈E
Th,{i,j}(Xii − 2Xij +Xjj − d2

ij) = 0

X ⪰ 0.



 (11)

Any solution X̄ of Eq. (11) should be close (in the sense specified above) to a feasible solution of Eq. (7),
i.e. Eq. (8) with zero objective value. We therefore solve Eq. (11), obtain X̄, then compute x̄ =

√
X̄y

with y ∼ N(0, 1/
√
K)nK , and use it as a starting point for a local NLP solver deployed on Eq. (8): this

will yield a solution x̃, which we can then use as a starting point for a local NLP solver deployed on the
quartic formulation Eq. (4).

3 Computational assessment

We consider the application of the DGP to the problem of finding the conformation of proteins in space
using NMR data, which fixes K = 3. Typically, atomic distances up to 5.5Å can be found using NMR
experiments and chemical information. We considered three small instances for validation purposes
(lavor30 6-5, tiny, names), then derived some realistic instances from the Protein Data Bank (PDB)
as follows: we downloaded the protein realization (given with a O(10−3) precision), we computed all
atomic distances, then ignored all distances larger than 5.5Å. We compare our solution methodology,
labelled M1, with a standard method M0 consisting in deploying a local NLP solver from a random
starting point.

We used Mosek 9.3 [13] in order to solve Eq. (11) (minimizing trace(X) in an attempt to lead the
search towards matrix solutions with low rank), and IPOpt [2] to solve Eq. (3)-(4) locally. The whole
testing code, including Barvinok’s naive algorithm, was implemented in Python 3.

Instance n m k mde lde rmsd cpu (sec.)
M0 M1 M0 M1 M0 M1 M0 M1

k/m = 0.05
lavor30 6-5 30 195 10 0.058 0.028 0.560 0.583 1.857 1.797 0.10 0.30
tiny 37 335 17 0.000 0.000 0.003 0.000 2.356 0.000 0.01 0.04
names 86 849 42 0.306 0.269 2.889 2.156 5.151 4.082 0.23 1.99
1guu 150 955 48 0.118 0.107 1.104 1.910 8.569 9.582 2.85 9.06
1guu-1 150 959 48 0.092 0.092 1.096 1.157 10.217 7.667 0.47 3.14

k/m = 0.01
2kxa 177 2711 27 0.300 0.281 3.223 3.102 5.196 5.770 1.98 5.83
100d 488 5741 57 0.304 0.286 3.689 3.260 9.345 10.526 5.50 25.80

k/m = 0.005
water 648 11939 60 0.528 0.486 4.139 4.282 9,423 8.402 11.46 67.03
3al1 678 17417 87 0.320 0.146 4.169 3.312 6.712 7.192 16.03 134.01
1hpv 1629 18512 93 0.429 0.425 3.853 3.704 16.710 17.178 48.44 436.52

k/m = 0.001
il2 2084 45251 45 0.163 0.062 4.770 4.220 12.042 3.214 410.67 947.92
1tii 5684 69800 70 0.434 0.453 4.682 4.327 26.149 25.680 549.77 4581.21

Table 1: The test set and results.

The results we obtained are given in Table 1. We indicate the instance name, the number n
of vertices, the number m of edges, the number k of constraints in the projected formulation, the
mean distance error (mde(x) = avg(| ∥xi − xj∥2 − dij | | {i, j} ∈ E)), the largest distance error
(lde(x) = max(| ∥xi − xj∥2 − dij | | {i, j} ∈ E)) and the root mean square deviation (rmsd) of the
solutions given by methods M0 (standard) and M1 (our new method) with respect to the PDB
realization, as well as the CPU times (we note, however, that protein conformation is not a time-critical
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task; and that it is generally preferable to obtain better conformation slowly, than worse conformations
fast).

Our results show that the application of RPs to the DGP is successful, and can scale up to large
sizes. We are able to retrieve slightly better results than those obtained with the standard method.
The fact that it takes longer should not come as a surprise, given that the standard method M0, aside
from the choice of starting point, is essentially the last step of our new algorithm M1.
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Abstract

In this work we derive a class of discrete Borell-Brascamp-Lieb type inequalities, connected
with the α-mean of the integrals of integrable functions, when α takes big negative values.

1 Introduction

The well-known Brunn-Minkowski inequality states that for any pair of convex bodies K,L ⊂ Rn and
any λ ∈ [0, 1], we have

vol ((1 − λ)K + λL)1/n ≥ vol(K)1/n + vol(L)1/n, (1)

where vol( ·) represents the volume (Lebesgue measure) and + is the Minkowski (vectorial) addition. A
functional equivalent was proved by Prékopa and Leindler in the 70’s, and this was soon after generalized
by Borell, Brascamp and Lieb [1, 2] into a uniparametric family of functional inequalities.

Theorem A (Borell, Brascamp, Lieb). Let 0 ≤ λ ≤ 1 and −1/n ≤ α ≤ ∞. Let f, g, h : Rn −→ R≥0 be
integrable functions such that

h ((1 − λ)x+ λy) ≥ Mλ
α (f(x), g(y))

for all x, y ∈ Rn. Then
∫

Rn
h(z) dz ≥ Mλ

α
nα+1

(∫

Rn
f(x) dx,

∫

Rn
g(y) dy

)
.

In this context, Mλ
α(a, b) = ((1 − λ)aα + λbα)1/α if ab ̸= 0 (appropriately taking the limit values

if α ∈ {0,±∞}) and Mλ
α(a, b) = 0 if ab = 0. It is not hard to see that if α = ∞ and f, g, h are

the characteristic functions of K, L and (1 − λ)K + λL, respectively, then this result reduces to
Brunn-Minkowski’s inequality (1).

Recently, Iglesias, Yepes Nicolás & Zvavitch [5] obtained a sharp discrete Brunn-Minkowski type
inequality for the so-called lattice-point enumerator G, which is defined as G(M) = |M ∩ Zn|. To do
this, they first showed a discrete Borell-Brascamp-Lieb inequality, and noted the necessity to extend
the function h to h⋄(z) = supu∈(−1,1)n h(z + u) for all z ∈ Rn.

Theorem B (Iglesias, Yepes Nicolás, Zvavitch). Let K,L ⊂ Rn be non-empty bounded sets, 0 ≤ λ ≤ 1
and −1/n ≤ α ≤ ∞. Let f, g, h : Rn −→ R≥0 be such that

h ((1 − λ)x+ λy) ≥ Mλ
α (f(x), g(y))

1Email: eduardo.lucas@um.es
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for all x ∈ K, y ∈ L. Then
∑

z∈(M+(−1,1)n)∩Zn

h⋄(z) ≥ Mλ
α

nα+1


 ∑

x∈K∩Zn

f(x),
∑

y∈L∩Zn

g(y)


 ,

where M = (1 − λ)K + λL.
The reason why α ≥ −1/n is required is merely technical: the proofs of the results above rely on

Hölder’s inequality to simplify (and weaken) the final expression. However, when α < −1/n, one may
continue reasoning with the stronger inequality and reach a similarly interesting result. This was done
in the continuous case by Dancs and Uhrin [3].

Theorem C (Dancs, Uhrin). Let 0 ≤ λ ≤ 1 and −∞ ≤ α ≤ −1/n. Let f, g, h : Rn −→ R≥0 be
integrable functions such that

h ((1 − λ)x+ λy) ≥ Mλ
α (f(x), g(y))

for all x, y ∈ Rn. Then
∫

Rn
h(z)dz ≥ min

{
(1 − λ)n+1/α

∫

Rn
f(x)dx, λn+1/α

∫

Rn
g(y)dy

}
.

Our aim in this work is to obtain a discrete version of the Dancs-Uhrin inequality. More precisely, we
prove the following result.

Theorem 1. Let K,L ⊂ Rn be non-empty bounded sets, 0 ≤ λ ≤ 1 and −∞ ≤ α ≤ −1/n. Let
f, g, h : Rn −→ R≥0 be such that

h ((1 − λ)x+ λy) ≥ Mλ
α (f(x), g(y))

for all x ∈ K, y ∈ L. Then

∑

z∈(M+(−1,1)n)∩Zn

h⋄(z) ≥ min



(1 − λ)n+1/α

∑

x∈K∩Zn

f(x), λn+1/α
∑

y∈L∩Zn

g(y)



 ,

where M = (1 − λ)K + λL.

Due to the Brunn-Minkowski inequality being a key step in the proof of many further geometric
inequalities (e.g. the isoperimetric inequality, the Rogers-Shephard inequality, Brunn’s concavity
principle or Grünbaum’s inequality; see the thorough survey [4] or the excellent monograph [7] for a
more in-depth presentation), the Borell-Brascamp-Lieb inequality can often play a significant role in the
process of generalizing geometric results to the Lp setting. Furthermore, the consideration of arbitrary
negative values for the parameter p has seen progress lately. As an example, Grünbaum’s inequality was
recently studied in this context in [6]. Consequently, a discrete version of Theorem C can constitute a
useful tool for future discretization efforts.

2 Proof of the main result

We will use the techniques developed in [5]. Let us denote the i-th canonical unit vector by ei,
i = 1, . . . , n, and the orthogonal projection onto the n-th coordinate line, lin{en}, by πn(·). Additionally,
for any set K ⊂ Rn and any m ∈ R, we will write as K(m) the (n − 1)-dimensional section of K
orthogonal to en at height m, i.e.,

K(m) = {(z1, . . . , zn−1) ∈ Rn−1 : (z1, . . . , zn−1,m) ∈ K}.
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Proof of Theorem 1. If either ∑x∈K∩Zn f(x) or ∑y∈L∩Z g(y) are 0, then the result is trivial by definition.
We may therefore assume that they are both strictly positive.

The proof is done by induction on the dimension. We begin by proving the one-dimensional case. In
the proof of [5, Lemma 2.4] the following inequality, valid for any α ∈ R, was obtained:

∑

z∈M+(−1,1)n∩Z
h⋄(z) ≥ Mλ

α(a, b)


1 − λ

a

∑

x∈K∩Z
f(x) + λ

b

∑

y∈L∩Z
g(y)


 , (2)

where a = maxx∈K f(x) > 0 and b = maxy∈L g(y) > 0.
Now, denoting by r = ∑

x∈K∩Z f(x) > 0, s = ∑
y∈L∩Z g(y) > 0 and t = b/a > 0, and doing a direct

computation, the right-hand side of (2) rewrites into

(1 − λ)r (1 − λ+ λtα)1/α + λs
(
(1 − λ)t−α + λ

)1/α := φ(t).

Derivating and simplifying, we get

φ′(t) = λ(1 − λ)tα−1 ((1 − λ) + λtα)(1−α)/α (r − st−α−1),

which shows that φ is strictly increasing from 0 to (r/s)−1/(α+1), and strictly decreasing afterwards.
Therefore, the infimum is attained at either limt→0+ φ(t) = λ1+1/αs or limt→∞ φ(t) = (1 − λ)1+1/αr,
which proves the one-dimensional result.

Now, we assume the result is true for dimension n− 1, and we prove it for dimension n. For this, we
fix any tK ∈ πn(K) and any tL ∈ πn(L), as well as tλ = (1 − λ)tK + λtL. We consider the functions
f1, g1, h1 : Rn−1 −→ R≥0 given by

f1(x) = f(x, tK), g1(y) = g(y, tL) and h1(z) = h(z, tλ).

For any x ∈ K(tK) and any y ∈ L(tL), the hypothesis implies

h1 ((1 − λ)x+ λy) ≥ Mλ
α (f1(x), g1(y)) . (3)

Assuming first that α ≤ −1/(n− 1), we can apply the induction hypothesis to the sets K(tK), L(tL)
and the functions f1, g1, h1 to obtain

∑

z∈Ω1∩Zn−1

h⋄1(z) ≥ min



(1 − λ)n−1+1/α

∑

x∈K(tK)∩Zn−1

f1(x), λn−1+1/α
∑

y∈L(tL)∩Zn−1

g1(y)



 , (4)

where Ω1 = (1 − λ)K(tK) + λL(tL) + (−1, 1)n−1. It is clear that Ω1 ⊂ Ω2(tλ), where Ω2 = M +(
(−1, 1)n−1 × {0}). If we denote by h′(z, t) = supu∈(−1,1)n−1 h(z + u, t), z ∈ Rn−1, then (4) yields

∑

z∈Ω2(tλ)∩Zn−1

h′(z, tλ) ≥ min



(1 − λ)n−1+1/α

∑

x∈K(tK)∩Zn−1

f1(x), λn−1+1/α
∑

y∈L(tL)∩Zn−1

g1(y)



 . (5)

Now, if we consider the functions f2, g2, h2 : R −→ R≥0 given by

f2(t) =
∑

x∈K(t)∩Zn−1

f(x, t), g2(t) =
∑

y∈L(t)∩Zn−1

g(y, t) and h2(t) =
∑

z∈Ω2(t)∩Zn−1

h′(z, t),

then (5) translates into

h2 ((1 − λ)tK + λtL) ≥ min
{

(1 − λ)n−1+1/αf2(tK), λn−1+1/αg2(tL)
}

= Mλ
−∞

(
(1 − λ)n−1+1/αf2(tK), λn−1+1/αg2(tL)

)
.
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Since this reasoning is valid for any tK ∈ πn(K) and any tL ∈ πn(L), we can apply the one-dimensional
result, with α′ = −∞, to the sets πn(K), πn(L) and the functions (1 − λ)n−1+1/αf2, λn−1+1/αg2, h2 to
obtain

∑

t∈Ω3∩Z
h⋄2(t) ≥ min



(1 − λ)n+1/α

∑

tK∈πn(K)∩Z
f2(tK), λn+1/α

∑

tL∈πn(L)∩Z
g2(tL)



 , (6)

where Ω3 = (1 − λ)πn(K) + λπn(L) + (−1, 1) = πn (M + (−1, 1)n).
The proof of this case is now finished following similar steps to the one of Iglesias, Yepes Nicolás &

Zvavitch. We write it here as well, for the sake of completeness. On the one hand, it is clear that
∑

tK∈πn(K)∩Z
f2(tK) =

∑

x∈K∩Zn

f(x) and
∑

tL∈πn(L)∩Z
g2(tL) =

∑

y∈L∩Zn

g(y). (7)

On the other hand, we get ∑t∈Ω3∩Z h
⋄
2(t) ≤ ∑

z∈(M+(−1,1)n)∩Zn h⋄(z). Indeed, since clearly

Ω2(t+ w) =
(
M +

(
(−1, 1)n−1 × {0}

))
(t+ w) ⊂ (M + (−1, 1)n) (t)

for all w ∈ (−1, 1), we have that
∑

t∈Ω3∩Z
h⋄2(t) =

∑

t∈Ω3∩Z
sup

w∈(−1,1)

∑

x∈Ω2(t+w)∩Zn−1

h′(x, t+ w)

≤
∑

t∈Ω3∩Z

∑

x∈(M+(−1,1)n)(t)∩Zn−1

sup
w∈(−1,1)

h′(x, t+ w).

A straightforward computation shows that the above expression is equal to ∑z∈(M+(−1,1)n)∩Zn h⋄(z).
This, together with (6) and (7), finishes the proof of this case.

Now, assume that −1/(n − 1) ≤ α ≤ −1/n. Then, by (3), we can apply Theorem B to the sets
K(tK), L(tL) and the functions f1, g1, h1 to obtain

∑

z∈Ω1∩Zn−1

h⋄1(z) ≥ Mλ
α

(n−1)α+1


 ∑

x∈K(tK)∩Zn−1

f1(x),
∑

y∈L(tL)∩Zn−1

g1(y)


 .

Applying the same reasoning as in the previous case, and defining the same functions f2, g2, h2, the
above translates into

h2 ((1 − λ)tK + λtL) ≥ Mλ
α

(n−1)α+1
(f2(tK), g2(tL))

for all tK ∈ πn(K) and all tL ∈ πn(L). Furthermore, α ≤ −1/n implies
α

(n− 1)α+ 1 ≤ −1,

and thus, we may apply the one-dimensional case with α/ ((n− 1)α+ 1) to the sets πn(K), πn(L) and
the functions f2, g2, h2. Since the resulting inequality is (6), the proof of this case is concluded identically
to the one of the previous one.

References

[1] C. Borell. “Convex set functions in d-space”. In: Period. Math. Hungar. 6.2 (1975), pp. 111–136.
doi: 10.1007/BF02018814.

[2] H. J. Brascamp and E. H. Lieb. “On extensions of the Brunn-Minkowski and Prékopa-Leindler
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New results for the spectra of weighted graphs of order 5
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A weighted graph G is a triplet (V,E,w) where V is a nonempty finite set, E is a set of subsets of
V with elements of cardinal 1 or 2, and w : E → R+ is a positive real map on E. The elements of V are
called vertices. The elements of E with cardinal two are called edges and the ones with cardinal one
loops. The values of the map w are called weights. The order of a weighted graph is the number of
vertices. The adjacency matrix of a weighted graph (V,E,w) with V = {v1, . . . , vn} is the symmetric
matrix A = (aij)n

i,j=1 where aij = aji = w({vi, vj}) if i ̸= j and {vi, vj} ∈ E, aii = w({vi}) if {vi} ∈ E,
and aij = 0 otherwise. The spectrum and the characteristic polynomial of a weighted graph are
those of its adjacency matrix. Note that the spectrum of a weighted graph is always real.

A symmetric nonnegative matrix can be seen as the adjacency matrix of a weighted graph. In this
way, symmetric nonnegative matrices and weighted graphs can be considered as equivalent objects.

For a family of real numbers σ = {λ1, . . . , λn}, repeats allowed, to be the spectrum of a weighted
graph with adjacency matrix A, a number of necessary conditions are known. The most basic of these
follow from the fact that a nonnegative matrix has real entries and nonnegative trace, and from the
Perron-Frobenius theory of nonnegative matrices:

• the trace of A is nonnegative (trace condition): Tr(A) = ∑n
i=1 λi ≥ 0;

• the moments of σ of all orders are nonnegative, where the moment of order k of σ is the number
sk(σ) = ∑n

i=1 λ
k
i = Tr(Ak), k ≥ 1;

(Note that the condition s1 = 0, i.e. trace 0, means that the weighted graphs considered have no
loops and the diagonal of their adjacency matrices is null.)

• the spectral radius ρ of A is in σ (Perron condition); without loss of generality, this one may
be taken to be λ1: λ1 ≥ |λi|, i = 2, . . . n.

Johnson and, independently, Loewy and London obtained the first non trivial necessary conditions:

(sj(σ))m ≤ nm−1sjm(σ), j, m = 1, 2, . . . .

The SNIEP (Symmetric Nonnegative Inverse Eigenvalue Problem) is the problem of characterizing
all possible real spectra of weighted graphs. This problem comes from the context of nonnegative
matrices.

A complete solution of the SNIEP is known only for spectra of size n ≤ 4. For these n’s the
most basic necessary conditions are also sufficient: the trace and the Perron conditions characterize
the problem. The table in [4] shows specific adyacency matrices and weighted graphs associated to
σ = {λ1 ≥ · · · ≥ λn} for n ≤ 4. We would like to mention that this table contains an error for n = 3
with λ1 ≥ 0 > λ2. Instead of what appears there, the correct adjacency matrix and the corresponding
weighted graph are:

1Email: cmarijuan@uva.es
2Email: mpisonero@uva.es
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


0
√

−(λ1 + λ2)λ3
√

λ1λ2λ3
λ1+λ2−λ3

√
−(λ1 + λ2)λ3 λ1 + λ2 + λ3

√
−(λ1+λ2)λ1λ2

λ1+λ2−λ3
√

λ1λ2λ3
λ1+λ2−λ3

√
−(λ1+λ2)λ1λ2

λ1+λ2−λ3
0




s
s sj

a12 a22

a13 a23

@
@

@

�
�
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Spectra of size 5 for weighted graphs are not characterized and this problem has proven a very chal-
lenging one. Note that when we consider graphs (unweighted) their spectra are completely characterized
if one is able to calculate all the spectra of the symmetric matrices with 0’s and 1’s of a fixed size.

In what follows we focus our attention in the SNIEP for n = 5. For this n there are two cases where
the SNIEP is characterized. The first known result characterizes the weighted graphs without loops:

Theorem 1. (Spector [5], 2011) Let σ = {λ1, λ2, λ3, λ4, λ5} and sk(σ) = ∑5
i=1 λ

k
i . Suppose λ1 ≥ λ2 ≥

λ3 ≥ λ4 ≥ λ5 ≥ −λ1 and s1(σ) = 0. Then σ is the spectrum of a weighted graph without loops if and
only if the following conditions hold:

1. λ2 + λ5 ≤ 0, and 2. s3(σ) ≥ 0.

The other known result for order 5 characterizes the weighted graphs for which the trace is bigger
than or equal to half of their spectral radius:

Theorem 2. (Loewy-Spector [3], 2017) Let σ = {λ1, λ2, λ3, λ4, λ5} with λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ λ5 and∑5
i=1 λi ≥ 1

2λ1. Then, σ is the spectrum of a weighted graph if and only if the following conditions hold:
1. λ1 = maxλ∈σ |λ|, 2. λ2 + λ5 ≤ ∑5

i=1 λi, and 3. λ3 ≤ ∑5
i=1 λi.

Many authors have studied the SNIEP for n = 5, see references in [4]. All of the spectra unresolved
have three positive eigenvalues and two negative eigenvalues. So, as a conclusion, the spectra to consider
are the ones satisfying the inequalities:

λ1 > λ2 ≥ λ3 > 0 > λ4 ≥ λ5, λ1 + λ5 ≥ 0 (Perron condition),
5∑

i=1
λi > 0 (trace condition) and λ1 + λ2 + λ4 + λ5 < 0.

The last inequality may be assumed, as otherwise {λ1, λ2, λ4, λ5} and {λ3} would be the spectra of a
weighted graph. For example:

(aij) =




λ1+λ2+λ4+λ5
4

λ1+λ2−(λ4+λ5)
4

λ1−(λ2+λ4)+λ5
4

λ1+λ4−(λ2+λ5)
4 0

λ1+λ2−(λ4+λ5)
4

λ1+λ2+λ4+λ5
4

λ1+λ4−(λ2+λ5)
4

λ1−(λ2+λ4)+λ5
4 0

λ1−(λ2+λ4)+λ5
4

λ1+λ4−(λ2+λ5)
4

λ1+λ2+λ4+λ5
4

λ1+λ2−(λ4+λ5)
4 0

λ1+λ4−(λ2+λ5)
4

λ1−(λ2+λ4)+λ5
4

λ1+λ2−(λ4+λ5)
4

λ1+λ2+λ4+λ5
4 0

0 0 0 0 λ3



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a23

a33

a13

a44

a24

a12

a34

sjλ3

Note that σ = {λ1, . . . , λn} is the spectrum of a weighted graph if and only if {Kλ1, . . . ,Kλn}, for
every K > 0, is the spectrum of a weighted graph. It is common to study spectra with Perron eigenvalue
1.

In [1], we studied spectra with single spectral radius, the other two positive eigenvalues equal and
the two negative eigenvalues also equal. After normalization, the spectra studied are of the form
{1, a, a,−(a+ d),−(a+ d)}. We used a method [1], based upon the eigenvalue interlacing inequalities
for symmetric matrices, to rule out many unresolved spectra with 3 positive eigenvalues. In particular,
we obtained:

Theorem 3. Let 0 < a, d satisfy a+ d, 2d < 1 < a+ 2d. If 2(a+ d)3 > 1 + a3 + (a+ 2d− 1)3, then
{1, a, a,−(a+ d),−(a+ d)} is not the spectrum of a weighted graph of order 5.
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The method used to prove the previous result has been refined in order to be able to apply it to real
spectra of size 5 with just one repeated eigenvalue, see [2].

Theorem 4. Let a, d1 > 0, d2 > d1 satisfy a+ d2, d1 + d2 < 1 < a+ d1 + d2. If (a+ d1)3 + (a+ d2)3 >
1 + a3 + (a+ d1 + d2 − 1)3, then σ = {1, a, a,−(a+ d1),−(a+ d2)} is not the spectrum of a weighted
graph of order 5.

Example 5. Let us take a = 1/3 in Theorem 4. The hypotheses of the theorem correspond, in the d1d2-
space, to the interior of the polygon with vertices (0, 2/3), (1/3, 1/3), (1/2, 1/2) and (1/3, 2/3), see the
grey region on Figure 1. The inequality of the theorem is described graphically by the region above the
dashed curve on Figure 1, so for those (d1, d2), σ is not the spectrum of a weighted graph. For example,
d1 = 1/3 and d2 = 3/5 gives {1, 1/3, 1/3,−2/3,−14/15} which is not the spectrum of a weighted graph.
Neither {K,K/3,K/3,−2K/3,−14K/15} for any K > 0, in particular {15, 5, 5,−10,−14}.

0 1
3

1
2

d1
1
3

1
2

2
3

d2

NO

YES

?

Figure 1: d1d2-space for σ = {1, 1/3, 1/3,−(1/3 + d1),−(1/3 + d2)}

Theorem 1 says when the translated spectrum

σt =
{

1 − 1−d1−d2
5 , 1

3 − 1−d1−d2
5 , 1

3 − 1−d1−d2
5 ,−

(
1
3 + d1

)
− 1−d1−d2

5 ,−
(

1
3 + d2

)
− 1−d1−d2

5

}

is the spectrum of a weighted graph, that is, if and only if s3(σt) ≥ 0 (other conditions are easily seen to
be met). But σt is the spectrum of a weighted graph without loops if and only if σ is the spectrum of a
weighted graph with constant weight on all its loops. The inequality s3(σt) ≥ 0 is described graphically
by the region under or on the solid curve on Figure 1, so for those (d1, d2), σ is the spectrum of a
weighted graph. For example, d1 = 1/3 and d2 = 2/5 gives {1, 1/3, 1/3,−2/3,−11/15} which is the
spectrum of a weighted graph. Also {K,K/3,K/3,−2K/3,−11K/15} for every K > 0, in particular
{15, 5, 5,−10,−11}. The techniques in [5] realize {15 − 4/5, 5 − 4/5, 5 − 4/5,−10 − 4/5,−11 − 4/5} with

A =




0 0 x 0 x
0 0 0 y z
x 0 0 z u
0 y z 0 0
x z u 0 0




where





x =
√

2
√

2083
10

y = 87969
14015

z = 12
√

646339729
14015

u = 906
2803

s s
ss

v2

y

v5
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z
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�����H

HHHH

Which for {15, 5, 5,−10,−11} gives

A+ 4
5I =




4
5 0 x 0 x
0 4

5 0 y z
x 0 4

5 z u
0 y z 4

5 0
x z u 0 4

5



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It is not known if the spectra corresponding to the region marked with a question mark on Figure 1,
graphically the region above the solid curve and under or on the dashed curve, are spectra of weighted
graphs or not. Note that Theorem 2 in not applicable because d1 + d2 > 1/2 on the whole polygon on
Figure 1.

Example 6. Let us take a = 2/3 in Theorem 4. The hypotheses of the theorem correspond, in the d1d2-
space, to the interior of the triangle with vertices (0, 1/3), (1/6, 1/6) and (1/3, 1/3), see the grey region
on Figure 2. The inequality of the theorem graphically is described by the region above the dashed curve
on Figure 2, so for those (d1, d2), σ is not the spectrum of a weighted graph. For example, d1 = 1/4 and
d2 = 5/18 gives {1, 2/3, 2/3,−11/12,−17/18} which is not the spectrum of a weighted graph. Neither
{K, 2K/3, 2K/3,−11K/12,−17K/18} for any K > 0, in particular {36, 24, 24,−33,−34}.

0 1
6

1
3

d1
1
6

1
3

d2

NO

NO
NO

Figure 2: d1d2-space for σ = {1, 2/3, 2/3,−(2/3 + d1),−(2/3 + d2)}

Theorem 2 says when σ is the spectrum of a weighted graph if

s1(σ) = 1 − d1 − d2 ≥ 1
2 ⇐⇒ d1 + d2 ≤ 1

2 .

This inequality graphically is described by the region under or on the solid line on Figure 2. But
these spectra clearly satisfy conditions 1 and 2 but not 3. Therefore, no spectrum corresponding to
points under or on the line d1 + d2 = 1/2 is the spectrum of a weighted graph. For example, d1 = 1/6
and d2 = 2/9 gives {1, 2/3, 2/3,−5/6,−8/9} which is not the spectrum of a weighted graph. Neither
{K, 2K/3, 2K/3,−5K/6,−8K/9} for every K > 0, in particular {18, 12, 12,−15,−16}.

Note then that no spectrum corresponding to (d1, d2) on the interior of the triangle on Figure 2 is
the spectrum of a weighted graph. Also note that the technique of translated σ and using Theorem 1 is
not applicable in this case.

Theorem 7. Let d, r > 0 , a > r satisfy a+d, r+2d < 1 < a+2d. If 2(a+d)3 > 1+a3 +(a+2d−1)3,
then σ = {1, a, a− r,−(a+ d),−(a+ d)} is not the spectrum of a weighted graph of order 5.

Example 8. Let us take a = 2/5 in Theorem 7. The hypotheses of the theorem correspond, in the
dr-space, to the interior of the triangle with vertices (3/10, 0), (1/2, 0) and (3/10, 2/5), see the grey
region on Figure 3. The inequality of the theorem graphically is described by the region on the right
hand side of the dashed curve on Figure 3, so for those (d, r), σ is not the spectrum of a weighted graph.
For example, d = 11/25 and r = 1/25 gives {1, 2/5, 9/25,−21/25,−21/25} which is not the spectrum
of a weighted graph. Neither {K, 2K/5, 9K/25,−21K/25,−21K/25} for any K > 0, in particular
{25, 10, 9,−21,−21}.

Theorem 1 says when the translated spectrum
σt =

{
1 − 1−r−2d

5 , 2
5 − 1−r−2d

5 , 2
5 − r − 1−r−2d

5 ,−
(

2
5 + d

)
− 1−r−2d

5 ,−
(

2
5 + d

)
− 1−r−2d

5

}



Discrete Math Days, Santander, July 4–6, 2022 197

3
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2

d0

2
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r

NO
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?

Figure 3: dr-space for σ = {1, 2/5, 2/5 − r,−(2/5 + d),−(2/5 + d)}

is the spectrum of a weighted graph, that is, if and only if s3(σt) ≥ 0 (other conditions are easily seen
to be met). But σt is the spectrum of a weighted graph without loops if and only if σ is the spectrum
of a weighted graph with constant weight on all its loops. The inequality s3(σt) ≥ 0 is graphically
described by the region above or on the solid curve on Figure 3, so for those (d, r), σ is the spectrum of
a weighted graph. For example, d = 1/3 and r = 1/5 gives {1, 2/5, 1/5,−11/15,−11/15} which is the
spectrum of a weighted graph. Also {K, 2K/5,K/5,−11K/15,−11K/15} for every K > 0, in particular
{15, 6, 3,−11,−11}. The techniques in [5] realize {15 − 2/5, 6 − 2/5, 3 − 2/5,−11 − 2/5,−11 − 2/5} with

A =




0 0 x 0 x
0 0 0 y z
x 0 0 z u
0 y z 0 0
x z u 0 0




where





x =
√

2
√

2357
10

y = 54093
11785

z = 8
√

1189
√

126654
11785

u = 2852
2357

s s
ss

v2

y

v5

u

v3

x

v4

x

z

z

v1s
�����H

HHHH

Which for {15, 6, 3,−11,−11} gives

A+ 2
5I =




2
5 0 x 0 x
0 2

5 0 y z
x 0 2

5 z u
0 y z 2

5 0
x z u 0 2

5




s s
ss

j j

jj

2/5

y

2/5

u

2/5

x

2/5

x

z

z

2/5sj
�����H

HHHH

It is not known if the spectra corresponding to the region marked with a question mark on Figure
3, graphically the region under the solid curve and on the left hand side or on the dashed curve, are
spectra of weighted graphs or not. Note that Theorem 2 in not applicable because r + 2d > 1/2 on the
whole triangle on Figure 3.

Example 9. Let us take a = 2/3 in Theorem 7. The hypotheses of the theorem correspond, in the
dr-space, to the interior of the polygon with vertices (1/6, 0), (1/3, 0), (1/3, 1/3) and (1/6, 2/3), see the
grey region on Figure 4. The inequality of the theorem graphically is described by the region on the
right hand side of the dashed curve on Figure 4, so for those (d, r), σ is not the spectrum of a weighted
graph.

Theorem 1 says when the translated spectrum
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1
6

1
3

d0

2
3

r

NO

Y

?

N

Figure 4: dr-space for σ = {1, 2/3, 2/3 − r,−(2/3 + d),−(2/3 + d)}

σt =
{

1 − 1−r−2d
5 , 2

3 − 1−r−2d
5 , 2

3 − r − 1−r−2d
5 ,−

(
2
3 + d

)
− 1−r−2d

5 ,−
(

2
3 + d

)
− 1−r−2d

5

}

is the spectrum of a weighted graph, that is, if and only if s3(σt) ≥ 0 (other conditions are easily seen
to be met). But σt is the spectrum of a weighted graph without loops if and only if σ is the spectrum
of a weighted graph with constant weight on all its loops. The inequality s3(σt) ≥ 0 is graphically
described by the region above or on the solid curve on Figure 4, so for those (d, r), σ is the spectrum of
a weighted graph. Theorem 2 says when σ is the spectrum of a weighted graph if

s1(σ) = 1 − r − 2d ≥ 1
2 ⇐⇒ r + 2d ≤ 1

2 .

This inequality graphically is described by the region under or on the dotted line on Figure 2. But these
spectra clearly satisfy conditions 1 and 2 but not 3. Therefore, no spectrum corresponding to points
under or on the line r + 2d = 1/2 is the spectrum of a weighted graph. It is not known if the spectra
corresponding to the region marked with a question mark on Figure 4, graphically the region among
the solid curve, the dotted line and the dashed curve (including only the dashed curve), are spectra of
weighted graphs or not.
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Abstract

We introduce a large class of parking procedures on Z generalizing the classical one.
This class is characterized by natural local constraints that the procedures must satisfy. We
uncover some nice combinatorics attached to such procedures, including a certain universal
enumeration formula.

1 Introduction

Classical parking functions (or words) are one of the fundamental objects of enumerative and algebraic
combinatorics, connected to various structures such as noncrossing partitions, hyperplane arrangements,
and many others: see for instance the survey [8] and references therein. The corresponding parking
procedure on Z was originally defined as a very simple hashing procedure [4].

We recall their definition informally: r cars want to park on an empty street where the spots are
labeled by 1, 2, . . . , r from left to right. The cars arrive successively, and the ith car has a preferred
spot vi. If its spot is available, it parks there, and if not it parks in the nearest available spot on the
right. The function v : i 7→ vi is called a parking function if at the end, all cars managed to park.

The main result is that the number of parking functions is given by the simple formula (r + 1)r−1.
Another standard result is the following characterization: v : i 7→ vi is a parking function if and only if
for any k = 1, . . . , r, there are at least k indices i such that 1 ≤ vi ≤ k.

In ongoing joint work with Vasu Tewari [5], the authors defined procedures that could be rephrased as
certain parking2 algorithms themselves. This gave the idea to define a general mathematical framework
for these procedures, which is the content of this abstract.

We first describe the local procedures P that we want to consider. We will then see that the
enumeration (r + 1)r−1 is in a sense universal for our parking procedures, see Corollary 9. We also
describe some natural connection with the combinatorics of binary trees via a natural encoding, and
finally define certain extensions of our model.

2 Our setup

We first slightly extend the sequence of desired spots from the cars. Let S be any set, and consider the
alphabet A = Z × S. The set S represents some extra information: in terms of cars, one might consider
its brand or color. We let val : A = Z × S → Z be the projection to the first factor, which represents
the desired spot. As we will see the second factor in S will be carried along nicely in our construction,
and we will focus mostly on the values.

1Email: nadeau@math.univ-lyon1.fr.
2We use parking in a loose fashion in this whole abstract, as we do not focus on any practical application of the

procedures but rather on the combinatorial structures that they give rise to.
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Remark 1. When S is a singleton S = {•}, we identify A ∼= Z and val is the identity.

A sequence of incoming cars is given by a word a1a2 . . . ar with ai ∈ A = Z × S, read from left to
right. The ith car wants to park in val(ai).

We want to describe certain functions

P : A∗ → Fin(Z) = {I ⊂ Z | #I < +∞}.

P(a1 · · · ar) is the subset of occupied spots after cars with preferences a1, . . . , ar ∈ Z × S have arrived
successively. We define our parking procedures on Z –instead of a finite or semiinfinite interval– in order
to get rid of any boundary effect. For an element of Fin(Z), its (maximal) intervals are its connected
components as an induced graph of Z.

Remark 2. More generally, one can require P to be a partial function, that is, to be defined on a
subset L ⊂ A∗. It is reasonable to require that L be closed under deleting a letter at any position, that
is, that L be closed under taking subwords. For example, one can forbid certain letters in A to occur
more than a certain number of times.

In our models all cars are able to park, and cars do not move again once they’re parked: P(ϵ) = ∅,
and for any W ∈ A∗, a ∈ A we have P(Wa) = P(W ) ⊔ {i} for a certain i ∈ Z.

We denote ls(Wa) := i, which is the spot where the last car parks. If W = a1 · · · ar, then the function
πW : {1, . . . , r} → P(W ), i 7→ ls(a1a2 · · · ai) is a bijection.

We now define the first two requirements for P, which can be summarized as: If your desired spot is
available, park there, otherwise park to the nearest spot either to the left or to the right.

• (Lucky parking) If val(a) /∈ P(W ), then ls(Wa) = val(a);

• (Local move) If val(a) ∈ P(W ), let [t, u] be the maximal interval of P(W ) such that val(a) ∈ [t, u].
Then ls(Wa) ∈ {t− 1, u+ 1}.

To define P , it thus suffices to determine a “rule” that picks either ls(Wa) = t−1, left, or ls(Wa) = u+1,
right, whenever val(a) ∈ P(W ), that is when the desired spot is occupied. We will require such a rule
to be local in some specific way described by the last two conditions.

Remark 3. Note that a recent variation of parking functions, k-Naples functions [1], do not enter our
framework. The rule there is to back up k spots before finding the first available spot on the right, which
sometimes contradicts the previous requirements.

We now come to the remaining two constraints on the functions P . Informally, we require invariance
under translation (shift), and that left/right decisions must depend only on the subsequence of cars
that parked on the encountered interval.

Mathematically speaking, let τ : i 7→ i + 1 be the shift on Z. It extends to subsets of Z. Also, if
a = (i, s), define τ(a) = (i+ 1, s) and extend to words.

• (Shift invariance) For any W , P(τ(W )) = τ(P(W )).

• (Local decision) Consider an interval I that is maximal in P(W ) and P(W ′) for two words W
and W ′, such that in both words the subword corresponding to the cars parked in I is identical.
Then for any a such that val(a) ∈ I, ls(Wa) = ls(W ′a).

Definition 4. We declare a parking procedure P to be local if it satisfies Lucky parking, Local
move, Shift invariance and Local decision.
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All these requirements may not seem completely natural at first sight, but their motivation and use
will become clearer in the next sections.

Example 5. The classical parking procedure Pusual is obtained in the standard case A = Z by always
picking the nearest spot to the right.

Example 6. The CS-parking procedure3 PCS will be introduced and studied in [5]. We consider the
standard case A = Z. To define PCS inductively, let W,a, I such that I is a maximal interval of PCS(W )
and a ∈ I. Let j ∈ {1, . . . , r} be maximal such that aj ∈ I (“last car that parked on the interval”).
Then if a < aj park left of I, and if a ≥ aj park right: this defines PCS(Wa).

So one needs to remember, for each maximal interval, where the last car that parked there had wanted
to park. We indicate this with a red cross above certain cars (= blue dots) in the illustration below for
the word W = 5.11.8.3.9.3.2, which shows PCS(W ) = {2, 3, 4, 5, 8, 9, 11}.

0 1 2 3 4 5 6 7 8 9 10 11 12−1

0 1 2 3 4 5 6 7 8 9 10 11 12−1

0 1 2 3 4 5 6 7 8 9 10 11 12−1

0 1 2 3 4 5 6 7 8 9 10 11 12−1

5.11.8.3

9

3

2

3 Enumeration

We consider P any local parking procedure, here and in the rest of this abstract.

Definition 7. A word a1 · · · ar is a P-parking word if P(a1 · · · ar) = {1, . . . , r}.

Let Park(P) be the set of parking words for $P . Classical parking functions/words correspond clearly
to the case Pusual. The case of PCS-parking words is of particular importance in [5], and was one of
the motivations for the present abstract.

Here we fix i ≤ r. Let Ai
[r+1] be the set of words of length i and letters with values in [r + 1] =

{1, . . . , r + 1}.
Cyclic parking We define P(r) to be the cyclic version of P , as follows: It is defined on Ai

[r+1] for any
i ≤ r and its image is a subset of Z/(r + 1)Z of size i. Suppose P(r)(W ) is defined for i < r, and pick a
letter a with val(a) ∈ [r + 1]. If val(a) ̸∈ P(r)(W ), park it at val(a). If not, one checks readily that the
conditions Shift invariance and Local decision allow us to determine unambiguously to park left or
right, based on any lift of P(r)(W ) to Z, and thus to define P(r)(Wa).

If W ∈ Ai
[r+1] and k ∈ {1, . . . , r + 1}, define W [k] ∈ Ai

[r+1] to be the word obtained by replacing each
letter (a, s) with ((τk(a) mod r + 1, s). We have the following easy lemma:

3The full procedure has extra information S = N and we only allow words on A = Z × N without repeated letters, in
the sense of Remark 2. Letters in A = Z × N are then ordered lexicographically for comparison (note that a = aj does not
occur in this setting).
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Lemma 8 (“Pollak’s argument”). Let W ∈ Ar
[r+1] and k ∈ {1, . . . , r + 1}.

Then P(r)(W ) = Z/(r + 1)Z − {k} if and only if W [k] is in Park(P).

Now for any G ⊂ Ar+1
r , define G[k] = {W [k] | W ∈ G}. From the previous lemma one obtains:

r∑

k=0
Park(G[k]) = |G|. (1)

In particular, if G is stable under cyclic shift, that is G = G[1] and thus G = G[k] for all k, we have
Park(G) = |G|

r+1 . In the standard case A = Z, we can take G = {1, . . . , r + 1}r and get:

Corollary 9. For any standard parking procedure P, the number of P-parking words of length r is
given by (r + 1)r−1.

This shows that the enumeration of parking functions is universal for all such standard procedures.
For instance, the CS-parking functions are enumerated by (r + 1)r−1. Note that however there does not
seem to be any nice characterization of them, in contrast to the one for usual parking functions recalled
in the introduction. More generally, the properties of P-parking functions may differ vastly depending
on the procedures, even if their enumeration is the same.

4 Encoding with binary trees

Clearly the parking procedures P are not injective in general: even if we know πW , which encodes
occupied spots for each prefix of a word W , we cannot reconstruct W . Here we will define a general lift
of the parking procedure that completely encodes the word W .

Recall that a (finite, plane, binary) tree is defined recursively as either empty or consisting of a node,
a left subtree and a right subtree. Its size is its number of nodes. These are well-known to be in bijection
with complete binary trees by attaching extra leaves. A forest is then usually defined as a set of trees.
Here we will always mean indexed forests, as illustrated below: each binary tree is first completed, and
naturally attached to an interval of Z, and these intervals must be the maximal intervals of a finite
subset of Z called the support of the forest. The support in the example is {2, 3, 4, 5, 6, 7, 11, 14, 15}.
Elements of the support correspond bijectively to nodes of the forest, as illustrated by the arrows in the
figure: this is the canonical labeling of the nodes.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17−1

Given a procedure P and a word W , we will recursively attach a pair (P,Q) of labeled forests with
the same underlying forest4 of size r. P will be labeled by the multiset of letters of W , while Q is
decreasing: it has labels {1, . . . , r} and each node has greater label than all its descendants.

Construction Assume (P ′, Q′) = P̂(W ) where W has size r. By induction we have that the common
support of P̂(W ) is the subset P(W ) of size r. Consider a letter a, and let i = ls(Wa). We distinguish
three cases in order to define P :

1. P(Wa) has one more interval than P(W ). This interval is necessarily the singleton {i}. In this
case add to P ′ a single node tree canonically labeled by i, and label it by a: this defines P .

4Equivalently, one could of course gather the two labelings on the underlying shape.
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2. P(Wa) has one fewer interval than P(W ). So i is adjacent to two intervals of P(W ), corresponding
inductively to two trees of P̂(W ). We add a new root labeled a in P ′ and attach to it the two
subtrees. This gives P , in which the new node has canonical labeling i.

3. P(Wa) and P(W ) have the same number of intervals. In this case i is on the left or right of an
interval of P(W ), but not adjacent to any other interval. We add a new root labeled a in P ′ and
attach to it the subtree corresponding to the interval: it is attached as a right subtree if i is on
the left, and as a left subtree if i is on the right.

In all cases, Q is obtained from Q′ by labeling the new node by r + 1. It is immediate by that Q is
decreasing.
Definition 10. The encoding P̂ : A∗ 7→ (P,Q) is called the P-correspondence.

Here is this correspondence for PCS with the word W = 5.11.8.3.9.3.2 from our previous example:

1 2 3 4 5 6 7 8 9 10 11 12

1 2 3 4 5 6 7 8 9 10 11 12

P

Q

2

3

3
8

9

115

7

6

2

5

314

The encoding P̂ can be thought of as recording the full history of the parking process. Let us list
some immediate properties for any local procedure P:

• A word is P-parking if and only if it results in a single tree with support {1, . . . , r} via the
P-correspondence.

• The P-correspondence is injective: the word W can be reconstructed by reading off the labels of
P in the increasing order given by the labeling of Q.

• The canonical labeling of a node is the spot where the corresponding car ended up parking.
Note that the conditions Shift invariance and Local decision are not necessary for this construction

and properties. Roughly speaking, they determine what kind of P -labelings may occur in the image.
The correspondence is particularly nice if for any P in the image, all Q with same underlying tree

give a pair (P,Q) in the image of P̂. In that case the image of P̂ is determined once we know what
labeled trees P can occur.

This is the case for our running examples: For Pusual, a valid labeling of a node is the canonical label
of one of its left descendants (or its own). For PCS , a valid labeling of a node has to be weakly larger
than the label of its left child, and strictly smaller than the label of its right child (if such children are
not present, use instead the canonical label of the node).

5 Extensions

5.1 Probabilistic parking

To add probabilities to the setting, one can ask how likely it is for a word to be parking. One can also
study properties of P-parking words picked uniformly at random for instance. In the classical case this
is very natural from the hashing viewpoint, see [2, 3].
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It is also possible to probabilize the procedures themselves, by having P associate to each word W a
finite probability measure on Fin(Z). The local requirements extend naturally to define such procedures,
as do most results given in this abstract. One may then ask: what is the probability of a fixed W to be
parking ?

Such a procedure is defined at the end of [4]: one flips a (fixed) coin to determine to park left or right.
Another possibility is to do a random walk on the interval that is hit, so that parking on the left/right
depends on the interval size, and where one desires to park. This leads to the rich combinatorics of
remixed Eulerian numbers, introduced by the author with Vasu Tewari [6].

5.2 Special subclasses

A natural subclass of parking procedures consists of those where the parking decisions only depend on
the set of occupied spots:

Definition 11. A parking procedure P is called Markovian if there exists a function M : Fin(Z) ×A →
Fin(Z) such that P(a1 · · · ara) = M(P(a1 · · · ar), a) for any letters a1, · · · , ar, a.

Clearly Pusual is Markovian, while PCS is not (one needs the red crosses in the figure).

Definition 12. A parking procedure P is called abelian if P(a1 · · · ar) = P(aσ1 · · · aσr ) for any letters
a1, . . . , ar and any permutation σ.

Pusual is abelian, as can be seen immediately from the characterization of parking words in the
introduction. PCS is not, as 112 is parking while 121 is not. It would be interesting to determine other
abelian procedures, as these are probably quite rare. One can for instance show that if a standard
procedure P is abelian and Markovian, it is either Pusual or the symmetric “always go left” version.

References

[1] A. Christensen, P. E. Harris, Z. Jones, M. Loving, A. Ramos Rodŕıguez, J. Rennie, and G. R.
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Abstract

Generalising results of Erdős-Freud and Lindström, we prove that the largest Sidon
subset of a bounded interval of integers is equidistributed in Bohr neighbourhoods. We
establish this by showing that extremal Sidon sets are Fourier-pseudorandom, in that they
have no large non-trivial Fourier coefficients. As a further application we deduce that, for
any partition regular equation in five or more variables, every finite colouring of an extremal
Sidon set has a monochromatic solution.

A subset S of an additively-written abelian group is Sidon if every non-zero x has at most one
representation as a difference x = s1 − s2 with s1, s2 ∈ S. There have been a number of works
investigating the size of Sidon sets S ⊂ Z. Erdős and Turán [9] established the well-known bound

|(n, n+N ] ∩ S| ≤ N1/2 +O(N1/4). (1)

A corresponding lower bound was found by Singer [18], who constructed a Sidon set S ⊂ [N ] :=
{1, 2, . . . , N} of size

|S| ≥ N1/2 −O(Nα/2), (2)
where α is a real number for which there is always a prime in [x− xα, x] when x is large (the current
record [1] is α = 0.525).

Informally, we call a Sidon set S ⊂ [N ] extremal if its size is ‘close’ to N1/2 in some sense. There
has been speculation on the (im)possibility of characterising such sets [15, 11, 10, 6, 7]. We contribute
to this discussion by showing that extremal Sidon sets are Fourier pseudorandom, by which we mean
that (after appropriate renormalisation) their Fourier transform behaves essentially like the Fourier
transform of the ambient interval.

Definition 1 (Fourier transform). For f : Z → C with finite support define f̂ : T → C by

f̂(α) :=
∑

n∈Z
f(n)e(αn).

Here e(β) stands for e2πiβ.

Theorem 2 (Fourier uniformity). Let S ⊂ [N ] be a Sidon set. Then
∥∥∥1̂S − |S|

N 1̂[N ]
∥∥∥
∞

≪ N1/2
(∣∣∣ |S|

N1/2 − 1
∣∣∣+N−1/6

)1/2
. (3)

Remark 3. The exponent −1/6 appearing in (3) can be improved to −1/4. This is accomplished by
replacing a use of (1) in our proof with a sharper estimate of Cilleruelo [3].

1Email: miquel.ortega.sanchez-colomer@estudiantat.upc.edu
2Email: s.prendiville@lancaster.ac.uk
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We note that on combining the Erdős-Turán upper bound (1) with Singer’s lower bound (2), the largest
Sidon subset S of [N ] satisfies

∣∣∣|S| −N1/2
∣∣∣ ≪ N21/80, in which case the N−1/6 error term dominates (3).

Corollary 4. The largest Sidon subset S ⊂ [N ] satisfies
∥∥1̂S − |S|

N 1̂[N ]
∥∥
∞ ≪

∥∥1̂S

∥∥
∞N

− 1
12 . (4)

We are not the first to investigate the uniformity of extremal Sidon sets. Erdős and Freud [8] established
that such sets are equidistributed in short intervals3, whilst Lindström [14] proved equidistribution in
arithmetic progressions4. We are able to re-prove (quantitatively weaker) versions of these results as a
consequence of Theorem 2.
Corollary 5 (Equidistribution in short intervals). Let I ⊂ [0, 1] be an interval and S ⊂ [N ] a Sidon set
of size5 |S| ≥ 1

100N
1/2. Then we have the asymptotic

Ex∈S1I(x/N) = meas(I) +Oε

(
N ε
(∣∣∣ |S|

N1/2 − 1
∣∣∣+N−1/6

)1/2
.

)
(5)

Corollary 6 (Equidistribution in residue classes). For any congruence class a (mod q) and Sidon set
S ⊂ [N ] of size |S| ≥ 1

100N
1/2 we have the asymptotic

Ex∈S1q·Z+a(x) = q−1 +Oε

(
N ε
(∣∣∣ |S|

N1/2 − 1
∣∣∣+N−1/6

)1/2
.

)
(6)

Theorem 2 is more general than Corollaries 5 and 6, yielding equidistribution in a wider class of sets.
In the following, we write T := R/Z and ∥α∥T := minn∈Z |α− n|.
Corollary 7 (Equidistribution in smooth Bohr neighbourhoods). Let F : Td → [0, 1] have Lipschitz
constant K ≥ 1, in that for any α, β ∈ Td we have

|F (α) − F (β)| ≤ K max
j

∥αj − βj∥T .

Then for any Sidon set S ⊂ [N ] of size |S| ≥ 1
100N

1/2 and α ∈ Td we have

Ex∈SF (αx) = Ex∈[N ]F (αx) +O

(
K

2
3
(∣∣∣ |S|

N1/2 − 1
∣∣∣+N−1/6

) 1
8d

)
.

We can drop the smoothness assumption on the Bohr neighbourhood if we are prepared to assume
that it is regular.
Definition 8 (Regular Bohr set). Given α ∈ Td and ρ > 0, we say that the Bohr set

B(α, ρ) :=
{
x ∈ [N ] : max

i
∥αix∥ ≤ ρ

}

is regular if for any |κ| ≤ 1
100d we have

∣∣∣∣
|B(α, (1 + κ)ρ)|

|B(α, ρ) | − 1
∣∣∣∣ ≤ 100d|κ|.

Remark 9. Bourgain [2] established that regular Bohr sets are ubiquitous; see Tao and Vu [19, Lemma
4.25].
Corollary 10 (Equidistribution in regular Bohr sets). Let B = B(α, ρ) be a regular Bohr set with
α ∈ Td. Then for any Sidon set S ⊂ [N ] of size |S| ≥ 1

100N
1/2 we have

Ex∈S1B(x) = Ex∈[N ]1B(x) +O

(
dρ−1

(∣∣∣ |S|
N1/2 − 1

∣∣∣+N−1/6
) 1

14d

)
.

3There have since been quantitative improvements in this result, see [3].
4For quantitative improvements, see [13].
5One could replace the factor 1/100 with any positive absolute constant. This assumption makes our conclusions

notationally simpler, and is always satisfied in the range of interest, when |S| = N1/2(1 + o(1)) with N large.
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Partition regularity over extremal Sidon sets

We offer a further application of Theorem 2 in proving a colouring analogue of a recent result of Conlon,
Fox, Sudakov and Zhao [5], this being the original motivation for our paper.

Informally, call a Sidon subset of [N ] dense if its cardinality is a positive proportion of N1/2, say
1

100N
1/2. The authors of [5] show that any dense Sidon subset of [N ] contains a non-trivial6 solution to

the equation x1 + x2 + x3 + x4 = 4x5. The essential features of this equation are that its coefficients
sum to zero and that it has at least five variables. The five variable condition cannot be relaxed: every
Sidon set lacks non-trivial solutions to the four-variable equation x1 −x2 −x3 +x4 = 0. The assumption
that the coefficients sum to zero is also necessary, as we now show.

Proposition 11. There exists a Sidon subset of [N ] with at least 1√
2N

1/2(1 + o(1)) elements, and which
has no solutions to the equation x1 + x2 + x3 + x4 = x5.

Proof. Take an extremal Sidon subset S0 of
[

N−1
2

]
and set S := 2 · S0 + 1.

Remark 12. The above construction can be adapted to show that for any homogeneous linear equation
whose coefficients do not sum to zero there exists a dense Sidon set lacking solutions to the equation.

To be able to accomodate equations whose coefficients do not sum to zero, one may consider a
colouring analogue of the problem. In order to introduce such kind of colouring results, let us state
Rado’s theorem on partition regularity, which solves the problem when the ambient set are the whole
integers. For a single equation, it reads as follows.

Theorem 13 (Rado). Let c1, . . . , cs ∈ Z \ {0} such that there exists a non-empty index set I ⊂ [s]
satisfying ∑i∈I ci = 0. There exists n0 = n0(c1, . . . , cs) such that the following holds. For all N ≥ n0
and partition [N ] = C1 ⊔ · · · ⊔ Cs there exists a solution of

c1x1 + · · · + csxs = 0

with xi ∈ Cj for a fixed j.

See [12, §3.2] for further details. We usually interpret the Ci as colors of the ambient set and such
solutions as monochromatic solutions. We call equations satisfying the conclusion of the theorem
partition regular.

Compare the previous result to Roth’s theorem [17], which is a density type result.

Theorem 14 (Roth). Let c1, . . . , cs ∈ Z \ {0} satisfying c1 + · · · + cs = 0 and a fixed δ. There exists
n0 = n0(c1, . . . , cs, δ) such that the following holds. For all N ≥ n0 and X ⊆ [N ] with |X|/N ≥ δ there
exists a solution of

c1x1 + · · · + csxs = 0

with xi ∈ X.

Therefore, one may speculate on whether a colouring analogue of the results of Conlon, Fox, Sudakov
and Zhao [5] should hold. Proposition 11 indicates that one cannot hope to always find monochromatic
solutions to x1 + x2 + x3 + x4 = x5 in colourings of dense Sidon sets. In the following theorem we show
that such a result does hold for colourings of extremal Sidon sets.

Theorem 15 (Partition regularity over extremal Sidon sets). Let c1, . . . , cs ∈ Z \ {0} with s ≥ 5 and
suppose that there exists a non-empty index set I ⊂ [s] satisfying ∑i∈I ci = 0. Let r be a positive integer
and S ⊂ [N ] a Sidon set. Then at least one of the following holds:

• N is small, in that N ≪c1,...,cs,r 1.
6For instance, with all variables distinct.
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• S is not extremal, in that
∣∣∣|S| −N1/2

∣∣∣ ≫c1,...,cs,r N
1/2.

• Partition regularity: For any r-colouring S = C1 ∪ · · · ∪Cr, there exists a colour class Cj such that
∑

c1x1+···+csxs=0
1Cj (x1) · · · 1Cj (xs) ≫c1,...,cs,r |S|sN−1

Remark 16. If ∑i∈I ci ̸= 0 for all ∅ ̸= I ⊂ [s], then there exists a finite colouring of N with no
monochromatic solutions to the equation c1x1 + · · · + csxs = 0 (see Rado’s criterion for partition
regularity [12, §3.2]). Hence the assumption that some subset of coefficients sums to zero is necessary.
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Abstract

We show that for fixed d > 3 and n growing to infinity there are at least (n!)d−2±o(1)

different labeled combinatorial types of d-polytopes with n vertices. This is about the square
of the previous best lower bounds. As an intermediate step, we show that certain neighborly
polytopes (such as particular realizations of cyclic polytopes) have at least (n!)⌊ d−1

2 ⌋±o(1)

regular triangulations.

1 Introduction

A polytope is a geometric object defined as the convex hull of a finite number of points in a real Euclidean
space. Its combinatorial type is given by its poset of faces (subsets of the polytope maximized by
linear functionals, ordered by inclusion). Enumerating or counting the different combinatorial types of
polytopes is a hard problem that goes back to Cayley and Kirkman in the nineteenth century. The
problem remains hard even when restricting to the “generic” case of simplicial polytopes, where all
faces except the whole polytope are simplices (equivalently, polytopes whose combinatorial type does
not change when the vertices are perturbed). See the historical remarks by Grünbaum in [6, Preface &
Chapter 13.6], where the difficulty of this question is taken as one of the main reasons for a “decline in
the interest in convex polytopes” around the turn of the century.

In 1986 Goodman and Pollack [5] showed that the number of (labeled) combinatorially different
simplicial d-polytopes with n vertices is relatively small, bounded by (n!)cd for some constant cd

depending solely on d, and Alon [1] proved that this upper bound is valid for non-necessarily simplicial
polytopes too. This contrasts with the number of combinatorially different simplicial (d− 1)-spheres
with n vertices, which grows at least as eΩ(n⌊d/2⌋) [7, 9].

In 1982 Shemer [11] had devised constructions producing (n!) 1
2±o(1) different simplicial polytopes.

This matches the upper bounds, except for the fact that the constant cd in the upper bound of Goodman
and Pollack and Alon is d2 ± o(1), much bigger than the 1/2 obtained by Shemer. The lower bound was
greatly improved by Padrol [10] (see also [4]) who showed that there are at least (n!)⌊d/2⌋±o(1) (labeled)
neighborly polytopes. The main result in this paper is that we essentially double the exponent of n! in
this lower bound:

Theorem 1. The number of different labeled combinatorial types of d-polytopes with n vertices for fixed
d > 3 and n growing to infinity is at least (n!)d−2±o(1).

1Email: arnau.padrol@imj-prg.fr
2Email: eva.philippe@imj-prg.fr
3Email: francisco.santos@unican.es
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Enumerating polytopes is intimately tied to enumerating regular triangulations of point configurations,
which are those arising as lower envelopes of polytopes of one dimension more; in fact, the number of
(combinatorial types of) simplicial d-polytopes with n vertices coincides with that of (d− 1)-dimensional
regular triangulations with n− 1 vertices. See the beginning of Section 4 for details on this relation. In
the same vein, counting all triangulations, regular or not, is related to counting simplicial spheres.

In particular, the Goodman-Pollack bound implies the same upper bound of (n!)d2±o(1) for the number
of regular triangulations, while the construction of Kalai [7] can be adapted to derive that the cyclic
d-polytope with n vertices has at least eΩ(n⌊d/2⌋) triangulations in total [3, Theorem 6.1.2].

Observe that the upper bound is for the total number of (combinatorially different) regular tri-
angulations of all polytopes (for fixed parameters n and d), while the construction of Kalai counts
triangulations of a single polytope. For regular triangulations of a single polytope, it is shown in [3,
Theorem 7.2.10] that the Cartesian product of a cyclic 3-polytope with n vertices and a segment has
at least (n/2)! = (n!)1/2±o(1) regular triangulations. The second result in this paper is a significant
improvement of this lower bound, showing for example that:

Theorem 2. For fixed d ≥ 3 and n going to infinity, there are realizations of the cyclic d-polytope with
n vertices having at least

(n!)⌊ d−1
2 ⌋±o(1)

regular triangulations.

It has to be noted that the total number of triangulations of a polytope (or point configuration)
depends only on its oriented matroid (another combinatorial invariant that is finer than the combinatorial
type), while the number of regular triangulations varies for different realizations of the same oriented
matroid.

Apart of its intrinsic interest, Theorem 2 is an intermediate step for Theorem 1; the proof of Theorem 1
consists in showing that all of the many polytopes constructed by Padrol [10] admit realizations with
the many regular triangulations stated in Theorem 2.

2 Definitions and notation

We will follow [12] and [3] for all the terminology concerning convex polytopes, point configurations,
and triangulations, and we refer the reader to these references for thorough introduction to the topic.

A point configuration is an ordered sequence P = (p1, . . . , pn) ∈ Rd×n. In this paper we will usually
assume that the points are distinct and in convex position, where the latter means that all of them are
vertices of the polytope conv(P ). We say that P is k-neighborly if any subset of k points is the vertex
set of a face of conv(P ), and just neighborly if it is

⌊
d
2

⌋
-neighborly; the latter makes sense since the

simplex is the only d-polytope that is more than
⌊

d
2

⌋
-neighborly.

A triangulation T of P is a simplicial complex on the set [n] such that

(i) ⋃F∈T conv({pi | i ∈ F}) = conv(P ),

(ii) for all F, F ′ ∈ T , conv({pi | i ∈ F}) ∩ conv({pi | i ∈ F ′}) is a common face of conv({pi | i ∈ F})
and conv({pi | i ∈ F ′}).

A triangulation T of P is regular if there is a lifting vector w ∈ R[n] such that for any F ∈ T ,
conv({(pi, wi) | i ∈ F}) is a lower face of conv({(pi, wi) | i ∈ [n]}). Here, we call a face F of a polytope
P in Rd+1 lower if its outer normal cone contains a vector with last coordinate negative. That is, if
there is a functional c ∈ Rd+1 with cd+1 < 0 that is maximized on F .

We denote T (P ) the set of regular triangulations of P . For a triangulation T , we call cells its maximal
faces. (These are sometimes called facets, but we reserve the word facet for facets of a polytope).



Discrete Math Days, Santander, July 4–6, 2022 213

A point q /∈ P is said to be in general position with respect to P if no hyperplane spanned by points
of P contains q, and in very general position with respect to P if moreover any small perturbation of q
does not change T (P ∪ {q}). An argument similar to that in [2, Part 2] shows that configurations in
very general position form a dense open subset of the space of all point configurations.

Two points pi, pj ∈ P are said to be triangulation-inseparable in P if we have that

(i) T (P \ {pi}) = T (P \ {pj}) up to relabeling j to i, and

(ii) for any T ∈ T (P \ {pi}) there is a lifting vector w ∈ R[n] which restricted to both P \ {pi} and
P \ {pj} produces T as a regular triangulation.

Let p be a vertex of conv(P ). We define P/p to be any point configuration obtained as the intersection
of the half-lines positively spanned by {p′ − p | p′ ∈ P \ {p}} with an affine hyperplane that does not
contain p and intersects all these half-lines. Following [3, Definition 4.2.9] we call P/p the contraction
of P at the point p. All the configurations that can be obtained as P/p have the same triangulations
and the same regular triangulations. In fact, regular triangulations of P/p are exactly the links at p of
regular triangulations of P [3, Lemmas 4.2.20 and 4.2.22]. Here, the link of a triangulation T at a point
pi, which we denote T/pi, is defined as

T/pi := {F ⊂ [n] \ {i} |F ∪ {i} ∈ T} .

3 Many regular triangulations

The main idea of our construction of configurations with a large number of regular triangulations
is to split a point into two triangulation-inseparable points and to estimate the number of regular
triangulations generated after this operation.

Lemma 3. Let P be a point configuration in convex position in Rd and p ∈ P in very general position
with respect to P \ {p}. We denote C the minimum number of cells in a regular triangulation of P/p.

Then for every p′ such that p and p′ are triangulation-inseparable in P ∪ {p′} we have

|T (P ∪ {p′})| ≥ |T (P )| × (C + 1).

Without any further constraint this is not very useful, as conv(P/p) could be a simplex and C = 1.
However, a lower bound on C can be proved if we have knowledge on the neighborliness of P/p, thanks
to the following lemma whose proof follows from a result of McMullen and Walkup [8, Thm. 2].

Recall that for a d-dimensional simplicial complex C and 0 ≤ j ≤ d+ 1 we denote

hj(C) =
j∑

k=0
(−1)j−k

(
d+ 1 − k

d+ 1 − j

)
fk−1(C),

where fk(C) is the number of faces of C of dimension k.

Lemma 4. Let d > 2 and 1 ≤ k ≤ d+ 1. Let Q be a d-dimensional simplicial polytope on n vertices.
Then the number of cells in any triangulation of Q is bounded below by hk(∂Q).

In particular, if Q is k-neighborly for 1 ≤ k ≤
⌊

d
2

⌋
, then this number is bounded by:

hk(∂Q) =
(
n− d− 1 + k

k

)
.

As a consequence of the previous two lemmas we have:

Theorem 5. Let P = (p1, . . . , pn−1, q) be a configuration of n points in convex position in Rd such that:
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(i) for every d+ 1 ≤ i ≤ n− 1, pi and q are triangulation-inseparable in Pi = (p1, . . . , pi, q), and

(ii) the point configuration P/q is k-neighborly.

Then

|T (P )| ≥ Πn
m=d+1

(
m− d− 1 + k

k

)
,

which is of order (n!)k±o(1).

The following lemma shows that we can easily construct triangulation-inseparable pairs.

Lemma 6. Let P be a point configuration in Rd and p ∈ P in very general position with respect to
P \ {p}. Then there is an ε > 0 such that p and p′ are triangulation-inseparable in P ∪ {p′} for any
p′ ∈ B(p, ε) in very general position with respect to P . Here B(p, ε) denotes the ball of radius ε centered
at p.

The combination of these results provides our bound for the number of regular triangulations of
cyclic polytopes. Indeed, by sliding vertices along the moment curve, we can put the last vertices of
the cyclic polytope arbitrarily close which, by Lemma 6, implies them to be triangulation-inseparable
after a perturbation into very general position if needed. Moreover, the vertex figure of the last vertex
in a cyclic polytope is a (d− 1)-dimensional cyclic polytope, and therefore

⌊
d−1

2

⌋
-neighborly. Hence

Theorem 5 gives:

Corollary 7. There are realizations of the cyclic polytope of dimension d with n vertices that admit at
least (n!)⌊ d−1

2 ⌋±o(1) regular triangulations.

4 Many polytopes

Let us call polytopal d-ball any (labeled) simplicial complex that can be realized as a regular triangulation
of a configuration of points in dimension d. By adding a point “at infinity” to a polytopal d-ball one
obtains a polytopal d-sphere with one more vertex, and viceversa. Thus, the number of combinatorially
different labeled polytopal d-balls with n vertices coincides with the number of combinatorially different
labeled simplicial (d+ 1)-polytopes with n+ 1 vertices.

On the other hand, if two simplicial polytopes are combinatorially different then no triangulation
of the first can be combinatorially equal to one of the second, because we can recover the boundary
complex of a simplicial polytope from any of its triangulations. Hence:

Lemma 8. If P1, . . . , PN are configurations of dimension d and size n in convex and general position
and with combinatorially different convex hulls, then there are at least

N∑

i=1
|T (Pi)|

combinatorially different labeled simplicial (d+ 1)-polytopes with n+ 1 vertices.

In this section we show that not only cyclic polytopes but all the Gale sewn polytopes introduced
in [10] fulfill (in certain realizations) the conditions of Theorem 5. This provides us with a large family
of polytopes with many regular triangulations, to which we can apply Lemma 8 and obtain even more
polytopes.

A central tool for the construction are lexicographic liftings, which are a way to derive (d + 1)-
dimensional point configurations from d-dimensional point configurations.
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Definition 9. A positive lexicographic lifting of a point configuration P = (p1, . . . , pn) ⊂ Rd (with
respect to the order induced by the labels) is any configuration P̂ = (p̂1, . . . , p̂n, q̂) of n + 1 labeled
points in Rd+1 such that:

(i) q̂ is a point outside the hyperplane xd+1 = 0,

(ii) for 1 ≤ i ≤ n, the point p̂i lies in the half-line from q̂ through (pi, 0),

(iii) for d+ 2 ≤ i ≤ n, and for every hyperplane H spanned by d+ 1 points taken among {p̂1, . . . , p̂i−1},
the points q̂ and p̂i lie at the same side of H.

Remark 10. Positive lexicographic liftings exist for every point configuration, and are a special case of
the lexicographic liftings defined with a sign vector in {+,−}n, defined e.g. in [4, Def. 4.1]. One way to
construct a positive lexicographic lifting is to choose q̂ arbitrarily outside the hyperplane xd+1 = 0 and
then take p̂i := (1 − εi)q̂ + εi(pi, 0) for constants 0 < εn ≪ εn−1 ≪ · · · ≪ ε1. See Figure 1.

(a) P (b) P̂ (c) Check ((iii))

Figure 1: A positive lexicographic lifting P̂ ⊂ R2 of a configuration P ⊂ R1.

If one starts with a 0-dimensional point configuration (that is a point repeated multiple times), and
then perfoms a sequence of positive lexicographic liftings always with respect to the same order, then
one obtains a cyclic polytope. If the order is altered at each step, then many combinatorial types of
polytopes are obtained, but not necessarily neighborly. Moreover, different lifting orders might give
rise to equivalent polytopes. However, if one restricts to changing the order of the lifting only every
two dimensions, then neighborliness is preserved and the combinatorial type can be controlled. This is
used in [10] to construct many neighborly polytopes. The original presentation in [10] is in terms of
lexicographic extensions of the Gale dual. A primal presentation in terms of lexicographic liftings is
given in [4].

Theorem 11 ([10, Theorem 4.2]). Let P be a k-neighborly point configuration in general position. Let
P̂ be a lexicographic lifting of P and let ̂̂P be a positive lexicographic lifting of P̂ , with respect to the
same order. Then P̂ is k-neighborly and ̂̂P is (k + 1)-neighborly.

Theorem 12 ([10, Theorem 6.8]). The number of labeled combinatorial types of neighborly d-polytopes
with n vertices obtained from a 0-dimensional point configuration by a sequence of positive lexicographic
liftings (with orders that might change along each step of the sequence) is at least

(n!)⌊ d
2 ⌋±o(1).

The combination of these constructions allows us to prove Theorem 1:
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Sketch of proof of Theorem 1. The last step of the construction of the many polytopes of Theorem 12 in
even dimension is a positive lexicographic lifting P̂ = (p̂1, . . . , p̂n, q̂) from a

⌊
d−1

2

⌋
-neighborly polytope

P of dimension d− 1. For odd dimension we can do an extra lexicographic lifting (instead of taking
a pyramid as in [10, Corollary 6.10]). Hence, regardless of the parity of the dimension, we have at
least (n!)⌊d/2⌋±o(1) distinct polytopes obtained as positive lexicographic liftings of

⌊
d−1

2

⌋
-neighborly

(d− 1)-polytopes.
Lemma 6 ensures that we can do this lifting step by step so that for every i from d+ 1 to n, p̂i and q̂

are triangulation-inseparable in (p̂1, . . . , p̂i, q̂). Moreover, note that by construction P is the contraction
P̂ /q̂, and that similarly (p1, . . . , pi) = (p̂1, . . . , p̂i, q̂)/q̂. These contractions are thus

⌊
d−1

2

⌋
-neighborly.

Hence Theorem 5 applies: each of these polytopes has at least n⌊ d−1
2 ⌋n±o(n) regular triangulations.

Then Lemma 8 gives us a lower bound of n(d−1)n±o(n) labeled simplicial types of (d+ 1)-polytopes with
n+ 1 vertices.
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Abstract

We study deformations of graphical zonotopes. Deformations of the classical permutahe-
dron (which is the graphical zonotope of the complete graph) have been intensively studied
in recent years under the name of generalized permutahedra. We provide an irredundant
description of the deformation cone of the graphical zonotope associated to a graph G,
consisting of independent equations defining its linear span (in terms of non-cliques of G)
and of the inequalities defining its facets (in terms of common neighbors of neighbors in G).
In particular, we deduce that the faces of the standard simplex corresponding to induced
cliques in G form a linear basis of the deformation cone, and that the deformation cone is
simplicial if and only if G is triangle-free.

1 Introduction

The graphical zonotope of a graph G is a convex polytope ZG whose geometry encodes several com-
binatorial properties of G. For example, its vertices are in bijection with the acyclic orientations
of G [24, Prop. 2.5] and its volume is the number of spanning trees of G [25, Ex. 4.64]. When G is the
complete graph Kn, the graphical zonotope is a translation of the classical n-dimensional permutahedron.
This polytope, obtained as the convex hull of the n! permutations of the vector (1, 2, . . . , n) ∈ Rn, was
first introduced by Schoute in 1911 [22], and has become one of the most studied polytopes in geometric
and algebraic combinatorics.

A deformed permutahedron (a.k.a. generalized permutahedron) is a polytope obtained from the
permutahedron by translating its facets-defining hyperplanes without passing through any vertices. In
particular, graphical zonotopes are deformed permutahedra. These polytopes were originally introduced
by Edmonds in 1970 under the name of polymatroids as a polyhedral generalization of matroids in the
context of linear optimization [7]. They were rediscovered by Postnikov in 2009 [19], who initiated the
investigation of their rich combinatorial structure. They have since become a widely studied family of
polytopes that appears naturally in several areas of mathematics, such as algebraic combinatorics [1, 2,
20], optimization [8], game theory [5], statistics [14, 15], and economic theory [9]. The set of deformed
permutahedra can be parametrized by the cone of submodular functions [7, 19].

In general, a deformation of a polytope P can be equivalently described as (i) a polytope obtained
from P by parallel translation of its facets [19, 20], (ii) a polytope obtained from P by moving the
vertices so that the directions of all edges are preserved [19, 20], (iii) a polytope whose normal fan
coarsens the normal fan of P [11], (iv) a polytope whose support function is a convex piecewise linear
continuous function supported on the normal fan of P [4, Sec. 6.1][6, Sec. 9.5], or (v) a Minkowski
summand of a dilate of P [13, 23]. The deformations of P form a polyhedral cone under dilation and
Minkowski addition, called the deformation cone of P [19]. Its interior is the type cone of the normal

1Email: arnau.padrol@imj-prg.fr. Supp. by ANR CAPPS 17 CE40 0018.
2Email: vincent.pilaud@lix.polytechnique.fr. Supp. by ANR CAPPS 17 CE40 0018 and CHARMS 19 CE40 0017.
3Email: germain.poullot@imj-prg.fr. Supp. by ANR CAPPS 17 CE40 0018.
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fan of P [11], and contains those polytopes with the same normal fan as P. When P has rational vertex
coordinates, then the type cone is known as the numerically effective cone and encodes the embeddings
of the associated toric variety into projective space [4].

There exist several methods to parametrize and describe the deformation cone of a given polytope (see
e.g. [20, App. 15]), for example via the height deformation space and the wall-crossing inequalities or
via the edge deformation space and the polygonal face equations. However, these methods only provide
redundant inequality descriptions of the deformation cone. Not even the dimension of the deformation
cone is easily deduced from these descriptions, as illustrated by the difficulty of describing which fans
have a nonempty type cone (i.e. describing realizable fans [6, Chap. 9.5.3]), or a one dimensional type
cone (i.e. describing Minkowski indecomposable polytopes [12, 13, 21, 23]).

In this extended abstract, we study the deformation cones of arbitrary graphical zonotopes. It
is worth noting that most of the existing approaches to compute deformation cones only focus on
simple polytopes with simplicial normal fans [3, 20]. Nevertheless, most graphical zonotopes are not
simple. They are simple only for chordful graphs (those where every cycle induces a clique), see [20,
Prop. 5.2] and [10, Rmk. 6.2]. We thus use an alternative approach to describe the deformation cone of
a non-simple polytope based on a simplicial refinement of its normal cone.

Since graphical zonotopes are deformed permutahedra, their deformation cones appear as faces of
the submodular cone. However, faces of the submodular cone are far from being well understood:
determining its rays for instance remains an open problem since the 1970s [7]. We provide complete
irredundant descriptions of deformation cones of graphical zonotopes, derive their dimensions and
characterize those which are simplicial. We also obtain that the faces of the standard simplex contained
in these deformation cones provide a linear basis of their vector span, generalizing [2].

2 Graphical zonotopes

Let G := (V,E) be a graph with vertex set V and edge set E. Let (ev)v∈V denote the canonical basis
of RV . The graphical arrangement AG is the arrangement of the hyperplanes

{
x ∈ RV

∣∣∣ xu = xv

}
for all

edges {u, v} ∈ E. The graphical fan GG is the fan whose cones are all the possible intersections of one of
the sets

{
x ∈ RV

∣∣∣ xu =xv

}
,
{

x ∈ RV
∣∣∣ xu ≥xv

}
, or

{
x ∈ RV

∣∣∣ xu ≤xv

}
for each edge {u, v} ∈ E. The

graphical zonotope ZG is the Minkowski sum ZG := ∑
(u,v)∈E [eu, ev] of the line segments [eu, ev] ⊆ RV for

all edges {u, v} ∈ E. The normal fan of ZG is GG. Note that the lineality space of GG is the subspace KG

of RV spanned by the characteristic vectors of the connected components of G, and that ZG lies in a
subspace orthogonal to KG.

An ordered partition (µ, ω) of G consists of a partition µ of V where each part induces a connected
subgraph of G, together with an acyclic orientation ω of the quotient graph G/µ. It corresponds to the
cone Cµ,ω of GG defined by the inequalities xu ≤ xv for all u, v ∈ V such that there is a directed path
in ω from the part containing u to the part containing v (hence, xu = xv if u, v are in the same part
of µ). In particular:

• The maximal cones of GG are in bijection with the acyclic orientations of G.

• The minimal cones of GG (i.e. the rays of GG/KG) are in bijection with the biconnected subsets
of G, i.e. non-empty connected subsets of V whose complements in their connected components
are also non-empty and connected.

• The rays of GG/KG that belong to the cone Cµ,ω of an ordered partition (µ, ω) of G are the
biconnected sets of G that contracted by µ give rise to an upper set of ω.

When G is the complete graph Kn, the graphical fan is the braid fan Bn and the graphical zonotope
is the permutahedron. In Bn, the faces correspond to ordered partitions of [n], the rays to all proper
subsets of [n], and the maximal cones to all permutations of [n].
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3 Deformation cones of polytopes

Let P ⊆ Rd be a polytope with normal fan F . We consider the deformation cone DC(P) formed by all
polytopes whose normal fans coarsen F (alternative definitions were recalled in the introduction). Note
that DC(P) is a closed convex cone (dilations and Minkowski sums preserve deformations) and contains
a lineality subspace of dimension d (translations preserve deformations). Its interior, called the type
cone of F by P. McMullen [11], consists of all polytopes whose normal fan is F . Taking into account
the lineality, we say that the deformation cone is simplicial when its quotient modulo translations is
simplicial, and we call rays of DC(P) the rays of its quotient modulo translations. They are spanned
by the Minkowski indecomposable deformations of P of dimension at least 1 (note that 0-dimensional
deformations account for the space of translations).

There are several linearly isomorphic presentations of the deformation cone [11, 13, 20]. We will use
the following convenient formulation [18, Prop. 3] adapted from the classical wall-crossing inequalities [3,
Lem. 2.1]. To deal with non-simple polytopes as well, it uses a simplicial refinement of the normal fan.
If the refinement contains additional rays, then the type cone is embedded in a higher dimensional
space, but these additional coordinates can just be projected out. We say that a fan F is supported on
the set of vectors S if every cone of F is spanned by a subset of S.

Proposition 1. Let P ⊆ Rd be a polytope whose normal fan F is refined by the simplicial fan G
supported on S. Then the deformation cone DC(P) of P is the set of all polytopes constructed as{

x ∈ Rd
∣∣∣ ⟨ s | x ⟩ ≤ hs for all s ∈ S

}
for all h in the cone of RS defined by

(i) the equalities ∑s∈R∪R′ αR,R′(s) hs = 0 for any adjacent maximal cones R≥0R and R≥0R′ of G
belonging to the same maximal cone of F ,

(ii) the inequalities ∑s∈R∪R′ αR,R′(s) hs ≥ 0 for any adjacent maximal cones R≥0R andR≥0R′ of G
belonging to distinct maximal cones of F ,

where ∑s∈R∪R′ αR,R′(s) s = 0 is the unique linear dependence with αR,R′(r) + αR,R′(r′) = 2 among
the rays of two adjacent maximal cones R≥0R and R≥0R′ of F with R∖{r} = R′∖{r′}.

4 Deformation cones of graphical zonotopes

Common simplicial refinement It is worth noting that most graphical zonotopes are not simple
(they are simple only for chordful graphs, where every cycle induces a clique [20, Prop. 5.2]). To describe
the deformation cones of non-simple graphical zonotopes, we thus use a simplicial refinement common
to all graphical fans. The idea is to refine the graphical fan GG by the usual braid fan Bn. However, Bn

itself is not truly simplicial as it contains a 1-dimensional lineality space. Explicitly, this refining fan
is obtained from the braid fan BV by cutting each region into two simplices as follows. Associate to
any subset U ⊆ V the vector ιU := ∑

u∈U eu −∑
v /∈U ev and consider the fan B̂V whose maximal cells

are C∅
σ := cone {ιU | U ⊊ V upper set of σ} and CV

σ := cone {ιU | ∅ ̸= U ⊆ V upper set of σ} for every
total order σ of V .

The fan B̂V is an essential complete simplicial fan in RV supported on the 2|V | vectors ιU for U ⊆ V .
It has two types of pairs of adjacent maximal cones:

• the pairs {C∅
σ ,CV

σ } for any σ, which yields the linear dependence ι∅ + ιV = 0,

• the pairs {CX
σ ,CX

σ′} for any X ∈ {∅, V } and any total orders σ=PuvS and σ′=PvuS that differ
in the transposition of two consecutive elements. The two rays that are not shared by CX

σ and CX
σ′

are ιS∪{u} and ιS∪{v}, and the unique linear relation supported on the rays of CX
σ ∪ CX

σ′ is given
by ιS∪{u} + ιS∪{v} = ιS + ιS∪{u,v}.
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Figure 1: Deformation cone of the graphical zonotope of the 4-cycle. Left: 4-cycle G and ZG. Right:
Deformation cone DC(ZG). Interior points correspond to polytopes normally equivalent to ZG.

Moreover, the fan B̂V refines any graphical fan GG: for any acyclic orientation ω of G, any total
order σ on V and any X ∈ {∅, V }, we have CX

σ ⊆ Cω if and only if σ is a linear extension of ω.
Applying Proposition 1, we obtain the following description of DC(ZG).

Corollary 2. The deformation cone DC(ZG) of the graphical zonotope ZG is the set of polytopes{
x ∈ RV

∣∣∣
∑

u∈U xu −∑
v /∈U xv ≤ hU for all U ⊆ V

}
for all h in the cone of R2V defined by the fol-

lowing (possibly redundant) description:

• h∅ = −hV ,

• hS∪{u} + hS∪{v} = hS + hS∪{u,v} for each {u, v} /∈ E and S ⊆ V ∖ {u, v},

• hS∪{u} + hS∪{v} ≥ hS + hS∪{u,v} for each {u, v} ∈ E and S ⊆ V ∖ {u, v}.

Irredundant description The description of the deformation cone of Corollary 2 is highly redundant,
both in the equations describing its linear span and in the inequalities describing its facets. Choosing a
basis for the equations and discarding the irredundant inequalities, we obtain the following description,
whose proof is the purpose of [16]. We denote by N(v) := {u ∈ V | {u, v} ∈ E} the neighbors of a
vertex v in G.

Theorem 3. The deformation cone DC(ZG) of the graphical zonotope ZG is the set of polytopes{
x ∈ RV

∣∣∣
∑

u∈U xu −∑
v /∈U xv ≤ hU for all U ⊆ V

}
for all h in the cone of R2V defined by the fol-

lowing irredundant facet description:

• h∅ = −hV ,

• hS∖{u} + hS∖{v} = hS + hS∖{u,v} for each ∅ ̸= S ⊆ V and any4 {u, v} ∈ (S2
)
∖ E,

• hS∪{u} + hS∪{v} ≥ hS + hS∪{u,v} for each {u, v} ∈ E and S ⊆ N(u) ∩N(v).

Example 4. When G is the 4-cycle, DC(ZG) lives in dimension 16. It is the 4-dimensional simplicial
cone with 4 dimensions of lineality, given by 8 equalities and 4 inequalities:

4For any non-clique S, only one missing edge is choosen (e.g. the lexicographically smallest).
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Figure 2: Deformation cone of the graphical zonotope of the 3-cycle. Left: 3-cycle G and ZG

(permutahedron of dimension 2). Right: Deformation cone DC(ZG), adapted from [17, Figure 16].

h∅ = −h1234
h1 + h3 = h13 + h∅
h2 + h4 = h24 + h∅

h123 + h134 = h1234 + h13

h12 + h14 = h124 + h1
h12 + h23 = h123 + h2
h23 + h34 = h234 + h3
h14 + h34 = h134 + h4

h1 + h2 ≥ h12 + h∅
h2 + h3 ≥ h23 + h∅
h3 + h4 ≥ h34 + h∅
h1 + h4 ≥ h14 + h∅

Intersecting DC(ZG) with a hyperplan, we get the 3-simplex illustrated on Figure 1.
Remark 5. When G is complete, ZG is a permutahedron and DC(ZG) is the submodular cone given
by the irredundant inequalities hS∪{u} + hS∪{v} ≥ hS + hS∪{u,v} for each {u, v} ⊆ S ⊂ V . (The usual
presentation imposes h∅ = 0, but both presentations are clearly equivalent up to translation). For
G = K3, DC(ZG) is a 4-dimensional cone, intersecting it with an hyperplan we get the bipyramid
illustrated on Figure 2. Among the 5 rays of DC(ZG) (i.e. vertices of the bipyramid), 4 of them
correspond to ZH for H a subgraph of K3, but not the last ray.

Corollary 6.5 The faces △K := conv {ev | v ∈ K} of the standard simplex △V corresponding to the
non-empty induced cliques K of G form a linear basis of the space spanned by DC(ZG).
Corollary 7. The dimension of DC(ZG) is the number of induced cliques in G, the dimension of the
lineality space of DC(ZG) is |V |, and the number of facets of DC(ZG) is the number of triplets (u, v, S)
with {u, v} ∈ E and S ⊆ N(u) ∩N(v).
Example 8. If G is triangle-free, DC(ZG) has dimension |V | + |E| and |E| facets. If G = KV is
complete, DC(ZKV

) has dimension 2|V | − 1 and
(|V |

2
)
2|V |−2 facets.

Corollary 9. The deformation cone DC(ZG) is simplicial (modulo its lineality) if and only if G is
triangle-free. In that case, every deformation of ZG is a zonotope, which is the graphical zonotope of a
subgraph of G up to rescaling of the generators.
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Abstract

We study two related problems concerning the number of monochromatic cliques in
two-colorings of the complete graph that go back to questions of Erdős. Most notably,
we improve the 25-year-old upper bound of the K4 and K5 Ramsey multiplicity due to
Thomason and settle the minimum number of independent sets of size 4 in graphs with
clique number at most 4. We also introduce a notion of off-diagonal Ramsey multiplicity,
obtaining two tight results when counting triangles in one color, and more broadly motivate
this question by relating it to the study of which pairs of clique and independent set densities
can be realized as the limit of some sequence of graphs.

1 New Ramsey multiplicity bounds

We denote by kt(G) the number of cliques on t vertices in a graph G and let kt(n) = min{kt(G) +kt(G) :
|G| = n} be the minimum number of monochromatic copies of Kt in a 2-edge-coloring of the complete
graph on n vertices. We know by Ramsey’s theorem that kt(n) > 0 when n is sufficiently large depending
on t. The study of kt(n) or the limit

ct = lim
n→∞ kt(n)/

(
n

t

)

is known as the Ramsey multiplicity problem and has received a fair amount of attention in the past.
Note that the limit exists as kt(n) is increasing with n. A result of Goodman [9] precisely establishes
k3(n) for any n ∈ N, implying that asymptotically one cannot do better than a random coloring since
c3 = 1/4. This lead Erdős to conjecture [4] that this observation holds for arbitrary t, that is that
ct = 21−(t

2). This was soundly rejected by Thomason [31] for any t ≥ 4 and the best current upper
bounds for t ∈ {4, 5} of c4 < 0.03029 and c5 < 0.001720 are also due to Thomason [32]. Here we present
the following improved upper bounds for c4 and c5.

Theorem 1. We have c4 < 0.03015 and c5 < 0.001708.

The bounds are established through constructions that were found using computer search heuristics [13,
8] that have previously proven effective in establishing lower bounds for Ramsey numbers [5, 6, 17]. Given

1Email: parczyk@mi.fu-berlin.de
2Email: pokutta@zib.de
3Email: spiegel@zib.de
4Email: szabo@mi.fu-berlin.de



Discrete Math Days, Santander, July 4–6, 2022 225

a recent surge in interest in obtaining combinatorially relevant constructions through computational
means [14, 28, 34, 35], we think these methods have so far been been somewhat overlooked as an option
to go beyond the point where exhaustive searches are feasible.

We ran heuristic searches to construct graphs on up to 40 vertices and the smallest graph we found
whose blow-up sequence establishes a value below 1/32 was of order 33, giving a value of 0.03118. The
smallest previously known such graph was described by Thomason [31] and was of order 36. We also
found a graph on 32 vertices whose weighted blow-up sequence gives a value slightly below 1/32. Given
that the blow-up sequences of small graphs seem to yield little of interest, we considered Cayley graphs
next. The best previous construction for c4 was given by the blow-up sequence of a Cayley graph of in
C×2

3 ×C×5
2 (order 288) and a search in that particular group yielded no improvement. However, already

in C3 × C×6
2 (order 192) we were able to find a graph whose blow-up sequence improves upon the value

found by Thomason, giving an upper bound of 0.03027. Going up to C3 × C×8
2 (order 768) produced

the graph whose blow-up sequence gives the upper bound stated in Theorem 1. Regarding the value
for c5, the previous best construction can be described as the blow-up sequence of a Cayley graph in
C3 × C×6

2 (order 192). A search run on Cayley graphs in this group yielded the slight improvement
presented in Theorem 1.

We note that there seems to be no particular significance to the fact that we derived these constructions
in groups defined only through direct products. In fact, running the search for c4 on all groups of order
at most 192 revealed (1) that in general good constructions seem to be found in groups of order 2 · 3n

and (2) many groups of that order perform significantly better than the group C3 ×C×n
2 . For groups of

order 192 for example the best value we found was around 0.03021. Unfortunately we were unable to
determine any patterns indicating which groups might be preferable when going to groups of order 384
or 768. The sheer number of these groups and the amount of cliques to consider makes it impossible to
run a search on anything more than a small selection of them.

Lower bounds have also been established for these problems. Giraud [7, 36] proved that c4 ≥ 1/46
using traditional means, though lately answers to these kinds of questions have largely been achieved
computationally using the tool of Flag Algebras due to Razborov [24, 26]. Essentially this approach
allows one to minimize linear combinations of subgraph densities by solving a semi-definite program.
Niess [18] and Sperfeld [30] independently used this approach to establish a lower bound for c4 of around
1/35 > 0.028571 and Grzesik et al. [10] later improved that to 0.0296. To the best of our knowledge, no
formal lower bound has been published for c5. Using the Flag Algebra approach, we obtained the lower
bound

c5 ≥ 0.001524. (1)
Note that for the general case Conlon [2] provides an asymptotic lower bound of ct ≥ 2.18−t2(1+o(1)).

A central question underlying the Ramsey multiplicity problem is whether or not a tight upper bound
can be attained by the sequence of (possibly weighted) sequence of blow-ups of some finite sized graph.
For c3 this holds true as the bound of Goodman is attained by, among other constructions, the sequence
of blow-ups of K2. Already for c4 this question remains unanswered and our results do not give a clear
indication either way, other than suggesting that any such finite construction might need to be truly
massive. We are however able to answer this question in the affirmative for some specific cases of other
problems that are closely linked to the Ramsey multiplicity problem.

2 Independent set density for graphs with bounded clique number

A related question likewise raised by Erdős [4] concerns the minimum number k′s,t(n) = min{ks(G) :
|G| = n, kt(G) = 0} of cliques of order s in the complement of a graph of order n with clique number
bounded by t− 1. The associated limit is defined as

gs,t = lim
n→∞ k

′
s,t(n)/

(
n

s

)
.
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Note that obviously gt,t ≥ ct for any t ≥ 2. We trivially have gs,2 = 1 and the fact that g2,t = 1/(t− 1)
is established by Turán’s theorem [33]. Erdős [4] asked if the upper bound given by the Turán graphs
Tt−1(n) as n → ∞ is tight in general, that is if gs,t = (t− 1)1−s. This holds for triangles, that is when
s = t = 3, as an easy consequence of the previously mentioned result of Goodman [9]. Nikiforov [19]
however showed that this upper bound can be sharp only for a finite number of pairs s, t ≥ 3. Das et
al. [3] as well as Pikhurko and Vaughan [23] established tight values for g3,t and gs,3 when 4 ≤ s, t ≤ 7,
confirming Erdős’ intuition for the former and disproving it for the latter. Pikhurko and Vaughan [23]
also found a construction based on weighted blow-ups of a (3, 4)-Ramsey graph of order 8 bounding g4,4
away from the value given by T3(n) that is conjectured to be tight. We present one further tight value
for gs,t. Let CR(3,5) denote the unique (3, 5)-Ramsey graph of order 13, that is the Cayley graph on Z13
whose edge relations are given by the cubic-non-residues.

Theorem 2. We have g4,5 = 29 · 13−3 and the problem is perfectly CR(3,5)-stable.

The notion of perfect stability was introduced in [22] and strengthens the standard notion of stability.
The upper bound is given by the sequence of uniform blow-ups of CR(3,5). The lower bound matching
that construction as well as the stability results was established using the Flag Algebra approach.
The proof of stability largely follows the template laid out by Pikhurko et al. [22] for these types of
statements, but does require some problem specific ad-hoc arguments.

The fact that Ramsey graphs are a good source of constructions for this problem was previously
already noted by Nikiforov [19] and Das et al. [3]. We found several more such graphs whose sequence
of (sometimes weighted) blow-ups give good upper bounds for additional values of gs,t, but were unable
to establish matching lower bounds. The most reasonable open conjecture out of all studied values
seems to be that g5,5 = 61 · 13−4, where the upper bound also comes from CR(3,5). We also remark
that more general bounds for gs,t were given by Nikiforov [19] and Sawin [29], who studied the close
connection to (multicolor) Ramsey numbers.

3 Off-diagonal Ramsey multiplicity

Given the slow progress to determine the minimum number of monochromatic cliques of size 4, that
is determining c4, while counting monochromatic triangles is easy, we think it is of interest if to see
if the problem becomes more tangible when considering triangles in one color and cliques of size 4 in
the other. We in fact obtain a precise answer for this problem, where a tight bound is again obtained
through the blow-up of a finite sized graph. More broadly, given that off-diagonal variants of Ramsey
problems often offer interesting insights and that the parameter gs,t from the previous section has been
studied for arbitrary pairs s, t ≥ 2, we think that it is natural to consider determining the following
off-diagonal version of the Ramsey multiplicity problem:

cs,t = lim
n→∞min

{
ks(G)(n

s

) + kt(G)(n
t

) : |G| = n

}
. (2)

Observe that clearly ct,t = ct as well as cs,t ≤ min{gs,t, gt,s}. From a result of Reiher [27] it follows that
c2,t = g2,t for every t ≥ 3. Here we establish the first exact results when s, t ≥ 3 and s ̸= t. Let CS

denote the Schläfli graph on 27 vertices.

Theorem 3. We have c3,4 = 689 · 3−8 and the problem is perfectly CS-stable. We also have c3,5 =
24011 · 3−12 as well as 0.007688 < c4,5 ≤ 0.007932.

Note that cs,t < gs,t for each of these values of s and t. The upper bound for c3,4 is given by the
sequence of blow-ups of the Schläfli graph. The upper bound for c3,5 is more easily described as an upper
bound of c5,3, in which case it is given by the sequence of the blow-ups of the complement of the Schläfli
graph. The upper bound for c4,5 is given by the sequence of blow-ups of a vertex-transitive graph on
128 vertices. Lower bounds and stability are again established using the Flag Algebra approach.
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We note that there is no particular reason for our choice to weight the contribution from both
summands equally in cs,t and other choice would also be reasonable, for example the weighting given by
linearly connecting the points indicated by gs,t and gt,s. In fact, the previously introduced problems
are are part of a broader question in which one would like to understand which pairs of clique and
independent set densities can be realized as the limit of some sequence of graphs.

4 The full tradeoff between cliques and independent sets

The study of cs,t and gs,t are part of a broader question in which one would like to understand the
full tradeoff between the number of cliques of size t and independent sets of size s in a graph. The
goal is to characterise the region Ωs,t ⊆ [0, 1]2 of pairs of clique and independent set densities that
can occur in the limit of a sequence of graphs. We say that a tuple (x, y) ∈ [0, 1]2 is realised by a
sequence of graphs (Gn)n∈N of growing order, where without loss of generality Gn is of order n, if
limn→∞ ks(Gn)/

(n
s

)
= x and limn→∞ kt(Gn)/

(n
t

)
= y and formally define Ωs,t ⊆ [0, 1]2 to be the set of

all tuples that are realised by some sequence of graphs. For s = 2 and with Kt replaced by any quantum
graph, that is an arbitrary linear combination of graphs, this set was already systematically studied by
Liu, Mubayi, and Reiher [15]. Similar to them, let us define

cs,t(x) = inf{y : (x, y) ∈ Ωs,t} and Cs,t(x) = sup{y : (x, y) ∈ Ωs,t}.

We can show that Ωs,t behaves nicely for any s, t ≥ 2, that is it is completely characterised by its lower
and upper bounding curves cs,t(x) and Cs,t(x).

Proposition 4. Ωs,t is compact and defines a simply connected region for any s, t ≥ 2. The curves
cs,t(x) and Cs,t(x) are decreasing, continuous, and almost everywhere differentiable for any s, t ≥ 2.

y

x

(
0, 3

25

)
- looped complement of C5

(
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64000

)
- 40 vertices

(
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6912

)
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729 , 320

6561

)
- Schläfli graph(
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8192 , 2469

65536

)
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6272 , 33

896

)
- 112 vertices(

1
9 , 0

)
- K3

Figure 1: The known bounds on the region Ω3,4. The blue line
is the lower bound c3,4 ≥ 689 · 3−8, the blue dotted line is an
additional linear lower bound for c3,4(x), red dots represent optimal
constructions, and grey dots represent additional ones.

Cs,t(x) is the easier of the two to establish
and is precisely given by the Kruskal-Katona
theorem when min{s, t} = 2. It was more
generally determined for arbitrary s, t ≥ 2 by
Huang et al. [12]. On the other hand, much less
is known about cs,t(x). Clearly cs,t(0) = gs,t

and cs,t(x) = 0 if and only if x ≥ gt,s, that
is (0, gs,t) and (gt,s, 0) are the points where
the curve cs,t(x) intersects the axes when 0 ≤
x ≤ gt,s. Moreover, cs,t = minx cs,t(x) + x and
therefore cs,t(x) ≥ cs,t − x.

For s = 2 one is interested in the minimum
possible density of cliques of size t in a graph
of given edge density and in this case c2,t(x)
was completely determined; Razborov [25] gave
an answer for t = 3, Nikiforov [20] for t = 4,
and Reiher [27] for arbitrary t. The region Ω3,3
on the other hand was established by Huang
et al. [11]. Beyond that very little is known
about the shape of cs,t(x), providing some addi-
tional motivation for studying the parameters

cs,t and gs,t stated in the introduction.
Theorems 1 and 3 of course imply lower bounds of cs,t(x) that are linear in x for some specific values

of s and t. Let us take a closer look at the smallest open case, that is s = 3 and t = 4. Calculating the
K3 and K4 density of the sequence of blow-ups of the Schläfli graph, we get that c3,4(41 ·3−6) = 320 ·3−8,
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establishing one precise value of the curve besides the ones on the axes. Additionally, we can show that
c3,4(x) is not differentiable at this point by establishing a second tight lower bound using a differently
weighted version of c3,4.

Noting that by Das et al. [3] and Pikhurko and Vaughan [23] the value of g3,4 = c3,4(0) = c4,3(1/9) is
determined by the sequence of blow-ups of K3 and the value of g4,3 = c3,4(3/25) = c4,3(0) by that of
the looped complement of C5, it also seems reasonable to ask if the Schläfli graph could mark a first
‘extremal point’ of the curve c3,4(x) that does not lie on either axis, the same way that Kt does for
c2,t(x), or if alternatively the blow-up sequence of another vertex-transitive graph on fewer than 27
vertices marks such a point.

Somewhat surprisingly, neither of these two options seems to be true: there is no sequence of blow-ups
of a vertex-transitive graph on up to 47 vertices that determines a point in convex position with the
points given by the Schläfli graph and K3, where one might expect points of discontinuity to be more
easily described. There are however various blow-up sequences of vertex transitive graphs on at least
112 vertices that are in convex position with those points. On the other hand, between the points given
by the Schläfli graph and the looped complement of C5, where we would expect constructions to become
increasingly complex, we first find a vertex-transitive graph on only 24 vertices determining a point in
convex position with the two other points. Lest one assume that this might indicate a pattern, there
also exists a vertex-transitive graph on 40 vertices that determines a point in convex position with this
point and the one given by the looped complement of C5. Our results are illustrated in Figure 1.

5 Parallels to problems in Additive Combinatorics

We note that similar problems have been studied in Additive Combinatorics, where one is interested
in minimizing the number of monochromatic solutions to some system of linear equations. Cameron,
Cilleruelo and Serra [1] showed that in finite groups the number of monochromatic solutions to any
equation in an odd number of variables is minimized by the random coloring. Wolf [36] as well as Lu
and Peng [16] studied the question of how many 4-term arithmetic progressions a two coloring of Zn

can contain. Interestingly, the upper bounds given for this type of problem likewise consist of a type of
‘blow-up’ of a finite construction, making the search heuristics used here also applicable in this context.
Denoting the minimum fraction of monochromatic k-term arithmetic progressions in a 2-coloring of Zn

by mk(Zn), it is easy to derive the following lemma through a repetion of a partial coloring.
Lemma 5 (Lemma 4.1 and Theorem 1.5 in [16]). Let k ≥ 3 be an integer and A be a partial coloring
of Zm, where ℓ distinct elements in arithmetic progression are uncolored for some ℓ dividing m. If
mk(A) = 1/n, we get

lim inf
n→∞ mk(Zn) ≤ 1

n+ ℓ
, (3)

where mk(A) denotes the maximum fraction of monochromatic k-term arithmetic progressions for any
coloring of the ℓ remaining elements in A.

Lu and Peng [16] found a construction for k = 4 with n = 11 and ℓ = 1 giving lim inf m4(Zn) ≤ 1/12
and conjecture this to be tight. Using a computer search, we found partial colorings of Z44 and Z226,
that establish

lim inf m5(Zn) ≤ 1/48 and lim inf m6(Zn) ≤ 1/228, (4)
with the former improving upon a bound found by of Lu and Peng [16]. We believe that our constructions
for k = 5, 6 provide tight bounds as well.
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[10] A. Grzesik, J. Lee, B. Lidickỳ, and J. Volec. “On tripartite common graphs”. In: arXiv preprint
arXiv:2012.02057 (2020). doi: 10.48550/ARXIV.2012.02057.

[11] H. Huang, N. Linial, H. Naves, Y. Peled, and B. Sudakov. “On the 3-local profiles of graphs”. In:
Journal of Graph Theory 76.3 (2014), pp. 236–248.

[12] H. Huang, N. Linial, H. Naves, Y. Peled, and B. Sudakov. “On the densities of cliques and
independent sets in graphs”. In: Combinatorica 36.5 (2016), pp. 493–512.

[13] S. Kirkpatrick, C. D. Gelatt Jr, and M. P. Vecchi. “Optimization by Simulated Annealing”. In:
science 220.4598 (1983), pp. 671–680.
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Fast positive Plücker trees

Julian Pfeifle1

Dept. de Matemàtiques, Universitat Politècnica de Catalunya, Jordi Girona 1-3, Barcelona

Abstract

We report on a re-implementation in C++ of the search for non-realizability certificates
for simplicial spheres in the form of positive Plücker trees [16]. On the one hand, this
implementation is orders of magnitudes faster than the previous one, does not need linear
or integer solvers anymore, and finds certificates in seconds that are completely out of reach
of the related implementation by Gouveia et al [9]. On the other, our method misses some
certificates that Gouveia et al do find, so that these methods are genuinely complementary.

1 Introduction

Since the early days of discrete and combinatorial geometry, the question of whether a given simplicial
sphere Σ has a realization as a convex polytope has been very fruitful. Here, a simplicial sphere is a
simplicial complex whose underlying space is homeomorphic to a sphere.

Since every 2-dimensional simplicial sphere can be realized as the boundary complex of a convex
3-dimensional polytope, it came as a big surprise when Goodman & Pollack [6] discovered in 1985
that “There are far fewer polytopes that we thought” — meaning that asymptotically, there are only
pd(n) ∈ 2Od(n log n) combinatorial types of d-dimensional simplicial polytopes on n vertices. Shortly
thereafter, Kalai [10] established the astronomically larger lower bound sd(n) ∈ 2Ω(n⌊d/2⌋) for the number
of combinatorial types of d-dimensional simplicial spheres on n vertices. The best current result on these
matters is the improvement to s2k−1 ∈ 2Ω(nk) for odd dimension due to Nevo, Santos and Wilson [15],
who improved on earlier bounds for 3-spheres by the present author and Ziegler [17].

This problem is genuinely hard: Already for d = 4 (in the non-simplicial case), it is NP-hard to
decide whether a polytopal complex homeomorphic to a sphere has a convex realization [19], [14], [21].
According to Adiprasito and Padrol [1], the realization problem for neighborly spheres is “universal”,
i.e., for every “primary basic open semi-algebraic set over Z”, there exists a neighborly polytope with
that realization space.

2 The algorithmic decision problem

All the mentioned results are purely asymptotic and say nothing about how to decide whether a concrete
simplicial d-sphere Σ on n vertices is realizable or not. So how do we go about this?

All known algorithmic approaches to date make use, in one form or another, of the so-called
Grassmann–Plücker relations

Γ(I, J) =
d+2∑

k=1
(−1)k[i1, . . . , id, jk

][
j1, . . . , ĵk, . . . , jd+2

]
= 0, (1)

1Email: julian.pfeifle@upc.edu A similar version has been submitted to MEGA2021. This research is supported by the
grant PID2019-106188GB-I00 from the Spanish Ministry of Education (MEC)
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where I ∈ ([n]
d

)
and J ∈ ( [n]

d+2
)

are tuples of indices, the brackets are the so-called Plücker coordinates of
the simplicial sphere Σ, and the hat notation ĵk means omission of the index, as usual. In a realization,
the Plücker coordinates can be thought of as the determinants of (d + 1)-tuples of vertices; see [2,
Theorem 1.8], [12, Proposition 2.2.10] and [13, Theorem 14.6].

We can derive a contradiction to realizability from these relations by finding polynomial combinations
of them that sum to zero, while in any supposed convex realization that combination cannot vanish.
These polynomial combinations were introduced by Bokowski and Sturmfels [2], who called them “final
polynomials” because they lead to the demise of the supposed realization. Sturmfels and Richter-
Gebert later added linear programming to the toolbox [18], by focusing on the special case of so-called
“biquadratic final polynomials” that could be found by solving a linear program.

Much later, Gouveia, Macchia, Brandt and Wiebe studied different models of the space of all possible
realizations of a convex polytope [8], and introduced slack ideals and the slack variety [7], [3], [11].
Their latest paper [9] exploits the positivity of the slack coordinates of a polytope, and uses linear
programming to find polynomial combinations of these that sum to zero, and therefore provide a
final polynomial for the sphere in question. Extensive use of chains of specializations of these slack
coordinates helps to keep the size of the linear programs under control.

The present author’s earlier contribution to these matters [16] is related to those of Gouveia et
al, but differs in several respects. While those authors treat all polynomials completely explicitly
as sums of monomials, and allow themselves to specialize certain variables in order to decrease the
size of their linear programs, we resolutely stick to Plücker coordinates and their combinations in
Grassmann–Plücker relations Γ(I, J), which we encode combinatorially via their index sets I and J .
Moreover, we only consider combinations of Plücker coordinates that have an underlying tree structure,
in which two relations are connected by an edge whenever they share exactly one Plücker coordinate,
and that coordinate has different sign in the two relations. Our actual search for the final polynomial
was done by solving an integer program on the indicator variables for the vertices and edges of the
resulting tree; in this, our approach and that of Gouveia et al are broadly similar.

In terms of the results, on the one hand the implementation in [16] obtains several certificates that
are completely out of reach for Gouveia et al in terms of both the size of the resulting certificate, as well
as the dimension and number of vertices of the spheres that can be processed. On the other hand, [9]
obtains several certificates that our method does not, for instance several of the smaller combinatorial
prismatoids of Criado and Santos [4], and also finds slightly smaller certificates in several cases.

3 The new implementation

Our new contribution is the re-implementation in C++, using the polymake framework [5], of the
algorithm from [16] directly as a combinatorial search. We do not rely on integer or linear programming
software anymore, which cuts down quite a lot on execution time and memory.

Example 1. Consider Zheng’s balanced neighborly 3-sphere on 16 vertices [22] with 80 facets, which
has a non-realizability certificate in form of a tree on six Grassmann–Plücker relations [16, Theorem 5.2].
Computing such a certificate remains out of reach even for the new implementation of Gouveia et
al [9, Table 1], while the implementation of [16, Remark 5.4] needs 20 GB of memory and 7.6 hours to
construct and solve an integer program with about 7 million variables and 21 million non-zeros.

The new C++ implementation, on the other hand, finds the certificate in about 5 seconds using very
modest amounts of memory! ⋄

3.1 Outline of the algorithm

At the heart of the algorithm lies the fact that any Grassmann–Plücker coordinate σ = [i1, . . . , id+1]
can be brought into one of two normal forms:
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• If the coordinate is of the form “facet F of Σ plus vertex”, its sign is determined by the fact
that in any convex realization of Σ, all vertices not on F lie on the same side of F . Using an
orientation of Σ, this allows us to find a permutation of σ whose sign is positive in any convex
realization of Σ.

• If σ contains no facet of Σ, its sign could be positive or negative in different realizations, so we
simply order it lexicographically. These coordinates are referred to as undetermined.

From now on, all coordinates will be normalized in this way.
Suppose that two Grassmann–Plücker relations Γ1,Γ2 share exactly one undetermined coordinate σ

which occurs in terms of different sign, so that

Γ1 = · · · + τ1 · σ + . . . ,

Γ2 = · · · − τ2 · σ + . . .

for some coordinates τ1, τ2. In this situation we can eliminate σ from Γ1 and Γ2 by forming the
combination

τ2Γ1 + τ1Γ2.

Such an elimination corresponds to an edge in a graph whose nodes are all possible Grassmann–Plücker
relations. If we succeed in finding a tree on this node set such that after elimination, all remaining
terms are positive, we will have found our certificate of non-realizability: All terms in the result
of the elimination are positive in any convex realization, but this elimination is a combination of
Grassmann–Plücker relations that are zero in any realization.

Before sketching some of the details that make this implementation fast, we outline the basic steps.

1. Enumerate all Grassmann–Plücker relations with exactly one undetermined coordinate. Each of
these relations is used as a leaf of a putative tree, and a collection C of candidate trees is initialized
with these leaves. (In contrast to [16], we now use all Grassmann–Plücker relations (1), not just
the three-term ones.)

2. For each leaf such that the term containing the undetermined coordinate σ is ±τ · σ, enumerate
all Grassmann–Plücker relations that contain a term of the form ∓τ ′ · σ (not just those with
exactly one undetermined coordinate), and add the resulting two-node trees to C.

3. Iteratively, for each tree in C that contains a relation with an unpaired term ±τ · σ, look for trees
that contain an unpaired term of the form ∓τ ′ · σ, combine them, and store the result.

4. Continue until either a tree with no remaining unpaired undetermined terms is found, or all
available memory is exhausted.

3.2 Optimizations

Several details are crucial to achieving good performance.

Efficient enumeration of Grassmann–Plücker relations It is absolutely crucial to avoid enumer-
ating all possible Grassmann–Plücker relations. Our code first enumerates all coordinates σ that
do not contain a facet, and then carefully only generates those relations Γ that contain a term
with σ.

Encoding of data Each Grassmann–Plücker relation Γ(I, J) is currently represented internally by
a 64-bit integer whose top 32 bits contain I and whose lower 32 bits contain J .2 If need be,

2In actual fact, we currently store ±Γ(I, J) as a signed 64 bit integer and only allow up to 31 vertices; so one bit goes
unused. This will become irrelevant as soon as more general bitsets are used to store the index sets.
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this limitation on the number of vertices can be overcome in the future by using larger bitset
classes. However, this encoding permits the basic data structures like vectors, maps and hash
sets to operate on integers only instead of on more complicated data structures, which helps a lot
to speed up the code. Similiarly, each normal form of a Grassmann–Plücker coordinate is also
represented by an integer that is interpreted as a bitset.

Caching Each Grassmann–Plücker relation is calculated only once, and the result is cached to avoid
repeated calculation of the normal form of coordinates. The set of relations containing a fixed
coordinate is also cached and organized in a lookup-friendly data structure.

4 Results and discussion

Example 2. In [4], Francisco Criado and Francisco Santos constructed a family of topological prismatoids,
a combinatorial abstraction of the geometric prismatoids used by Santos [20] to construct counterexamples
to the Hirsch conjecture. Each of their topological prismatoids implies the existence of a combinatorial
sphere whose diameter exceeds the Hirsch bound. The family is constructed by randomly flipping
away from a seed prismatoid, and the members end up having between 14 and 28 vertices. The
non-realizability of the four 14-vertex members was certified by [16] and independently by [9].

# vertices # proven nonrealizable # not proven nonrealizable min size max size
14 4 0 2 3
15 31 5 2 9 (#2173)
16 132 77 2 17 (#2786)

Table 1: Nonrealizability certificates for small topological prismatoids

Table 1 shows some preliminary results for small topological prismatoids. We can observe that in all
cases, some examples have a small certificate of size 2. This pattern repeats itself for larger prismatoids,
all the way up to the maximum size: for some examples, a small certificate is encountered almost
immediately, while for others, all available memory is exhausted.

Note that [9] finds certificates for all prismatoids on 15 vertices, yet their method cannot handle the
larger instances. In contrast, our method can immediately find some certificates even for prismatoids
on 28 vertices, yet misses even some on 15 vertices. ⋄

This example highlights some of the differences between our new implementation and [9]:

Size of data Since [9] represents slack polynomials explicitly as sums of monomials, the dimension d
and the number n of vertices directly impact their performance. On the one hand, they enjoy the
freedom of being able to work with general polynomials of degree m in N = nd variables (one
variable for each coordinate of each vertex), but on the other hand each such polynomial has(m+nd

nd

)
monomials, and this number grows quite quickly.

In contrast, our approach is restricted to Grassmann–Plücker polynomials, but each such polyno-
mial is represented in O(n) many bits, and the dimension only enters as an O(d) upper bound
on the number of terms in each polynomial (1). (Since Plücker coordinates vanish for repeated
entries, the size of each Grassmann–Plücker relation depends on the size of I ∩ J .)

Types of certificates found As just outlined, our method can process larger examples — yet Gouveia
et al’s method finds some certificates that ours misses, and some of their certificates are shorter
than ours. We have yet to investigate the underlying reasons for this more deeply.
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Generalized Perron roots and solvability of the absolute value
equation
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Abstract

Let A be a real (n × n)-matrix. The piecewise linear equation system z − A|z| = b is
called an absolute value equation (AVE). It is well-known to be equivalent to the linear
complementarity problem (LCP). For AVE and LCP unique solvability is comprehensively
characterized in terms of conditions on the spectrum (AVE), resp., the principal minors
(LCP) of the coefficient matrix. For mere solvability no such characterization exists. We
close this gap in the theory on the AVE-side. The aligning spectrum of A consists of
real eigenvalues of the matrices SA, where S ∈ diag({±}n), which have a corresponding
eigenvector in the positive orthant of Rn. For the mapping degree of the piecewise linear
function z 7→ z −A|z| we prove, under some mild genericity assumptions on A: The degree
is 1 if all aligning values are smaller than 1, it is 0 if all aligning values are larger than 1,
and in general it is congruent to (k + 1) mod 2 if k aligning values are larger than 1. The
modulus cannot be omitted because the degree can both increase and decrease.

1 Introduction

The linear complementarity problem (LCP) stands at the crossroads of numerous optimization contexts.
Not only do many problems in computational mechanics arise naturally in LCP form. Linear and
quadratic programs are special cases of the LCP. For a comprehensive introduction to the topic, see [7].
Other relevant optimization problems, such as bimatrix games [7], or arbitrary finite piecewise affine
systems [8], can be reduced to solving an LCP.

Linear complementarity problems can be formulated in various equivalent ways, e.g., via comple-
mentarity conditions, max-min expressions, or absolute values. In terms of the wealth of publications
treating them, and the depth of the associated theory, two formulations stand out. First, the classical
form by Cottle and Dantzig, which was first introduced in [6]: Let M ∈ Mn(R), where Mn(R) denotes
the space of n× n real matrices, and q ∈ Rn. Then the LCP(M, q) is to find vectors v, w ∈ Rn

≥0 with
wT v = 0 so that

w = Mv + q .

Now let A ∈ Mn(R) and b ∈ Rn. Then the piecewise linear equation system

z −A|z| = b ,

where | · | denotes the componentwise absolute value, is the second outstanding formulation, called
an absolute value equation AVE(A, b). The term was first coined by Mangasarian in [9], but the first
journal publication to investigate it was [13].

1Email: radons@math.tu-berlin.de.
2josue.tonelli-cueto@inria.fr.
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Setting x := v − w, and consequently v = max(0, x), and w = − min(0, x), both formulations can be
transformed into another via the identities max(0, x) = (|x| + x)/2 and min(0, x) = (x− |x|)/2 [10]. For
both AVE and LCP unique solvability is comprehensively characterized.

The LCP(M, q) is uniquely solvable for arbitrary q ∈ Rn if and only if M is a P-matrix, that is, if all
its principal minors are positive [7]. Let S be the set of n× n signature matrices, i.e., diagonal matrices
with entries in {−1,+1}. Then the largest real eigenvalue of any matrix SA, where S ∈ S, is called the
sign-real spectral radius of A. The AVE(A, b) is uniquely solvable if and only if the sign-real spectral
radius of A is smaller than one [10, 14].

The sign-real spectral radius can be interpreted as a piecewise linear analogue of contractivity
conditions for linear operators, or as a generalized Perron root for matrices without sign-restrictions
[14]. Its computation is equivalent to the computation of the weighted componentwise distance to the
nearest singular matrix [14]. The latter relation provides a direct connection between the condition of
the matrices I − SA and the complexity of the AV E, which is NP-complete in general [5], but lies in
O(n3) for certain uniquely solvable systems with well-conditioned matrices I − SA [12]. The latter fact
makes the AVE particularly interesting in light of recent developments in real algebraic geometry that
deal with precisely such connections of complexity and condition, see [2, 3] for founding texts of the
research area, and [4, 1] for recent applications.

For mere, possibly non-unique, solvability of AVE and LCP there exists no similarly comprehensive
characterization as in the case of unique solvability. We close this gap in the theory on the AVE
side. We again consider nonnegative real eigenvalues of the matrices SA, but with the restriction that
only those are taken into account that have a corresponding eigenvector in the positive orthant of Rn.
The resulting eigenvalues are called aligning values. The set of aligning values, ordered by descending
magnitude, is called the aligning spectrum. We denote the largest and the smallest aligning value λmax
and λmin, respectively. We prove that, under some genericity assumptions on A, the mapping degree of
the piecewise linear function

FA : Rn → Rn , z 7→ z −A|z|

is one if λmax < 1, it is zero if λmin > 1, and otherwise we have

degFA ≡ (k + 1) mod 2 ,

where k is the number of aligning values larger than one. The genericity of A can always be achieved
by a perturbation of A, which does not change the degree of FA, as the degree is locally constant in the
function space.

Content and structure: In the subsequent section we introduce some basics to our needs.

2 Preliminaries - degree basics

In this section we present a collection of basic facts about the mapping degree that is tailored to our
needs. All statements are taken directly from or are special cases of theorems in [11, p. 111 ff].

Let U be some nonempty connected subset of Rn. We say a function on f is almost smooth if it is
continuous and differentiable almost everywhere. Let f : U → U be a function which is almost smooth,
and for y ∈ U let f−1(y) = {x ∈ U : f(x) = y} be the fiber of y under f . We say y is a regular value of
f if f is differentiable with nonsingular Jacobian dxf at all x ∈ f−1(y). This includes the case that
f−1(y) = ∅.

If f is proper, that is, if preimages of compact sets under f are compact, then the oriented preimage
count ∑

x∈f−1(y)
sign(det(dxf))
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of any regular value y of f equals a constant d, which is called the (mapping) degree of f . By the
Theorem of Sard Brown regular values lie dense in the range of an almost smooth function. Hence, for
closed U and closed f , a nonzero degree implies surjectivity of f .

Note that properness is a sufficient, not a necessary condition for a consistent degree. Any constant
function on Rn has degree 0 without being proper. A positively homogeneous function F : Rn → Rn is
proper if and only if it is nondegenerate in the sense that it maps no nonzero point to the origin. If
one is only interested in degree-related questions, it makes sense to force a nondegenerate positively
homogeneous function onto the Euclidean unit sphere Sn−1 via

F̄ : Sn−1 → Sn−1 , x 7→ F (x)
∥F (x)∥2

. (1)

An almost smooth function on Sn−1 is proper by default due to the compactness of the sphere and
thus has a well defined mapping degree. One can show that the degree of F and its normalization F̄
coincide, cf. [7, Chap. 6.2].

In the context of this work, a proper homotopy is an almost smooth function H : U × [0, 1] → U so
that for all t ∈ [0, 1] the function Ht := H(·, t) is proper. Two proper almost smooth functions F,G
on U are properly homotopic if there exists a proper homotopy H so that H0 = F and H1 = G. The
mapping degree is invariant under proper homotopies. We close this subsection with an important fact.

Lemma 1. Let F,G : Sn−1 → Sn−1 be continuous mappings so that

∥F (x) −G(x)∥2 < 2

for all x ∈ Sn−1. Then the mapping degrees of F and G coincide.

This is due to the fact that the homotopy

H : Sn−1 × [0, 1] → Sn−1, (x, t) 7→ tF (x) + (1 − t)G(x)
∥tF (x) + (1 − t)G(x)∥2

is then well defined, as the term in the denominator on the right-hand side cannot become 0.

3 The aligning spectrum

The piecewise linear function
FA : Rn → Rn , z 7→ z −A|z|

is linear and thus differentiable on the orthants of Rn. The locus of non-differentiability are the orthant
boundaries. It is thus almost smooth and positively homogeneous. For our investigation, we need to
answer when FA is nondegenerate and thus proper, so that we can define the normalization F̄A.

Lemma 2. Let A ∈ Mn(R). Then FA is degenerate if and only if there exists a S ∈ S so that SA has
a real eigenvalue 1 with corresponding nonnegative eigenvector.

Proof. “⇒”: Let z ∈ Rn be a solution of z −A|z| = 0 and let S be a signature of z, so that Sz = |z|.
Then we have

0 = Sz − SA|z| = |z| − SA|z| ⇐⇒ |z| = SA|z| .
“⇐”: Let v be the eigenvector of SA in question. Then we have v = |v| and thus

0 = v − SAv = v − SA|v| ⇐⇒ 0 = Sv −A|v| = Sv −A|Sv| ,

which concludes the proof.
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This lemma provides some crucial insights into F̄A, which will be the key motivation for our definition
of the aligning spectrum:

Corollary 3. Let λ be a positive real eigenvalue of some SA which has a corresponding nonnegative
eigenvector v with ∥v∥2 = 1. Then, if FA is nondegenerate,

1. −v is a fixed point of F̄A,

2. v is a fixed point of F̄A, if λ < 1,

3. v is mapped to −v by F̄A, if λ > 1,

and F̄A has no fixed points or points that are mapped to their antipode which are not characterized in
this fashion.

So the interesting objects of investigation for the analysis FA, F̄A, and homotopies of the latter
induced by scalings of A are vectors z ∈ Rn so that z and A|z| are aligned. Lemma 2 and Corollary 3
thus justify:

Definition 4. Let A ∈ Mn(R) and S ∈ S. We call a nonnegative real eigenvalue λ of SA an aligning
value of A if there exists a nonnegative eigenvector corresponding to λ. We call such an eigenvector an
aligning vector of A. The set of aligning values, enumerated by descending magnitude, is the aligning
spectrum of A, denoted

Speca(A) = {λ1, . . . , λℓ} .
We further set λmax(A) := λ1 and λmin(A) := λℓ.

We note that the aligning spectrum cannot be empty since a continuous mapping on the sphere has
at least one fixed point. Set

H̄A : Sn−1 × [0, 1] → Sn−1 , z 7→ F̄tA . (2)

Lemma 2 yields:

Lemma 5. Let A ∈ Mn(R). Then the homotopy H̄A from (2) is proper if and only if the interval [0, 1]
does not contain a reciprocal of an aligning value of A.

This leads to our first main result.

Theorem 6. Let A ∈ Mn(R). Then the mapping degree of FA equals 1 if λmax(A) < 1. Further, if A is
nonsingular and λmin(A) > 1, then the mapping degree of FA is 0.

Proof. The first part of the statement is an immediate consequence of Lemma 5 and the correspondence
of the degree of FA and F̄A. Alternatively, consider that F̄A maps no point to its polar opposite and
apply Lemma 1.

Concerning the second part: Let A be nonsingular. Then there exist a hyperplane V and an open
halfspace V + so that all column vectors of A are contained in V +. Since λmin > 1, FA and FtA are
properly homotopic for all t ≥ 1. Let S ∈ S. Then there exists a tS > 1 so that the columns of the
matrix S− tA lie in V + for all t ≥ tS . Hence, for any t larger than the maximum over the tS , the image
of all orthants of Rn under FtA must be contained in V + ∪ {0}. But then FA is properly homotopic to
a function which cannot be surjective and must thus have degree 0.

Corollary 7. Let A ∈ Mn(R) so that λmax(A) = 0. Then for all t ∈ R the function FA has degree 1.

Proof. For any t ∈ R the function FA is properly homotopic to FtA.
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4 Summary of the rest of the work

The key observation underlying this section is that there are stable and unstable aligning values. And
only the stable ones are relevant to the determination of the mapping degree of FA. Let

Dε :=
(

1 −0.5 − ε
0.5 0

)
. (3)

We have λmax(D0) = 0.5, but for any ε > 0 the corresponding eigenvalue becomes complex and we get
λmax(Dε) = 0.5(

√
2
√

1 + ε− 1), which roughly equals 0.207 for small ε.
The degree of FtD0 equals 1 for t = 1 and t = 2.1. That is, it does not flip when λmax(tD0) becomes

larger than 1. But for t so that t(
√

2
√

1 + ε− 1) > 1, the degree of FtD0 becomes 0. In light of the fact
that the mapping degree is stable under perturbations, this obsevation makes perfect sense, and it leads
us to the following:

Definition 8. Let A ∈ Mn(R). We say A is generic if all its aligning values are simple and the
corresponding aligning vectors do not lie in an orthant boundary.

We prove, in essence, that a generic form can be achieved with probability 1 by a random perturbation
(which does not affect the degree), as non-generic matrices are confined to some lower-dimensional
surface in Mn(R). This leads to the main result.

Theorem 9. Let A ∈ Mn(R) with 1 ̸∈ Speca(A) be generic, and let k be the number of aligning values
of A which are larger than 1. Then we have

degFA ≡ (k + 1) mod 2 .

The proof is fairly involved and cannot be presented here. For k = 0 the statement is correct due
to Theorem 6. The basic idea for an induction is to compare two functions F̄t1A, F̄t2A on the sphere,
where t1 and t2 are in a small neighborhood of the reciprocal of an aligning value, t1 being smaller, t2
larger than the reciprocal. Then Lemma 1 is used to construct a function G : Sn−1 → Sn−1 which is
homotopic to F̄t2A, but much simpler to analyze. It is then shown that the mapping degree of G differs
from that of F̄t1A by exactly 1, which establishes the theorem.

It is both possible that the degree increases and decreases when moving from F̄t1A to F̄t2A. Hence,
the modulus operator cannot be omitted from the statement of Theorem 9.
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Abstract

We consider the binomial random set model [n]p where each element in {1, . . . , n} is
chosen independently with probability p := p(n). We show that for essentially all regimes of
p and very general conditions for a matrix A and a column vector b, the count of specific
integer solutions to the system of linear equations Ax = b with the entries of x in [n]p
follows a (conveniently rescaled) normal limiting distribution. This applies among others
to the number of solutions with every variable having a different value, as well as to a
broader class of so-called non-trivial solutions in homogeneous strictly balanced systems.
Our proof relies on the delicate linear algebraic study both of the subjacent matrices and
the corresponding ranks of certain submatrices, together with the application of the method
of moments in probability theory.

The study of the existence of solutions to linear equations in subsets of the integers (and more
generally in additive or even non-abelian groups) has been a prominent topic not only in number theory,
but also in extremal combinatorics, ergodic theory, functional analysis and theoretical computers science,
among other research areas. A prototypical example of such investigations is Roth’s Theorem [8],
which proves (by using Fourier analytic means) that dense sets of integers always contains arithmetic
progressions of length 3. This result was fully generalized by Szemerédi [18], who obtained a similar
statement for arithmetic progressions of all (fixed) lengths.

Following this line of research, Frankl, Graham and Rödl [5, Theorem 2] proved similar results for
homogeneous systems of linear equations. In particular, they proved that when A is a density regular
matrix with integer entries (that is, the columns of A sum up to the zero vector), then any dense integer
set T will contain solutions to the linear system Ax = 0. This result generalizes Szemerédi’s Theorem,
as arithmetic progressions of length k (or k-APs for short) can be encoded as solutions to the linear
system x2 − x1 = x3 − x2 = · · · = xk − xk−1. Other classical equations, such as the Schur equation for
sum-free sets (sets without solutions to the equation x+ y = z), and Sidon sets (sets without non-trivial
solutions to the equation x+ y = z + t) also fit into this framework.
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A very recent trend of investigation is to transfer these extremal results to to a sparse setting, and
hence to prove analogues on subsets which are dense relative to these ambient sets. Specific examples for
such sparse ambient sets are for instance the primes or perfect powers, but also the binomial random set
[n]p obtained by choosing to include independently each element in [n] = {1, 2, . . . , n} with probability p.
Returning to the example of k-APs, define a set T to be (δ, k)–Szemerédi if every subset U ⊆ T with at
least δ|T | elements contains a k-AP. Thus, Szemerédi’s Theorem shows that [n] (in fact, every set T that
is itself dense in [n]) is (δ, k)–Szemerédi for each δ and k. For the specific case of k = 3, Kohayakawa,
 Luczak and Rödl [7] proved that for all δ > 0 there exists constants c, C > 0 such that if p ≤ cn−1/2,
then as n tends to infinity, Pr([n]p is (δ, 3)–Szemerédi) tends to 0, while if p ≥ Cn−1/2, it tends to 1.
The existence of this threshold was extended to all values of k in [15, 4], and later rediscovered in [14,
1] in the context of independent sets in hypergraphs. These ideas, named hypergraph container method
were then used by Spiegel [16] and independently by Hancock, Staden and Treglown [6] to extend [5,
Theorem 2] to the broadest class of linear systems possible. Similar techniques were used by Rué, Serra
and Vena [10] to study random sparse analogues of [5, Theorem 2] in finite fields and more general
configurations than linear systems of equations.

The main contribution of our paper follows this trend of research, with the aim of studying the
typical number of solutions to linear systems of equations in random sets of integers. The most general
version of our results is very technical and stating it would require the introduction of a wide variety of
algebraic definitions and lemmas, so we omit it in this extended abstract and instead refer to the full
version of this work [12]. However, we will now introduce some main definitions in order to be able to
formulate two important consequences, namely Theorems 4 and 7.

Proper solutions and their distribution. In order to properly state our results we need to
introduce some notation. Let m > r be positive integers, A ∈ Zr×m an integer matrix, and b ∈ Zr

an integer vector. We write the rank of a matrix A by rk(A). Define S(A,b) = {x ∈ Zm : Ax = b}
as the set of integer solutions to the system of linear equations Ax = b. Furthermore, if Q ⊂ [m], let
AQ ∈ Zr×|Q| denote the r × |Q| matrix obtained by only keeping the columns of A indexed by Q. We
notice that the rank of the empty matrix A∅ is zero. We will identify tuples x = (x1, . . . , xm) ∈ Zm

with the corresponding column vectors but abuse notation slightly by letting xQ denote the vector
obtained by only keeping the rows of x. This should not be confused with the notation xk, where k is a
positive integer, which we will use to denote the vector

xk = (x, . . . ,x︸ ︷︷ ︸
k times

) = (x1, . . . , xm, x1, . . . , xm, . . . , x1, . . . , xm) ∈ Zkm.

Finally, if x = (x1, . . . , xm) ∈ Zm is an m-tuple, we will write {x} as a shorthand for the set {x1, . . . , xm}.
In particular, if some entry in x is repeated, then the cardinality of {x} is strictly less than m.

Roughly speaking, our main goal in this paper is to estimate |S(A,b) ∩ [n]mp |, that is, the number of
solutions whose entries lie in [n]p for different regimes of p. In order for this to be a well-posed problem,
we need some definitions from [17] and [11].

Definition 1. An integer matrix A ∈ Zr×m is said to be

i) positive if there exists an integer solution to Ax = 0 having all positive entries:

S(A,0) ∩ Nm ̸= ∅,
and if for any pair of indices i, j ∈ [m], i ̸= j, there exists a solution (x1, . . . , xm) ∈ S(A,0)
satisfying xi ̸= xj .

ii) abundant if rk(A) > 0 and the removal of at most two columns does not change the rank of A:

rk(AQ) = rk(A)

for any Q ⊂ [m] satisfying |Q| ≥ m− 2.
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Sometimes the second requirement for positivity in Definition 1 is called irredundancy. For our
applications, we will never consider positivity and irredundancy separately, and hence we have combined
those two properties into a single one for expediency’s sake.

In general, considering any possible solution in S(A,b) is a bit too lenient. For instance, in the 3-AP
situation (whose associated matrix is A =

(
1 −2 1

)
), S(A,0) also contains all the tuples (a, a, a)

with a ∈ Z, and those are clearly not of interest. To remedy this issue we need to introduce the easy
notion of proper solutions to Ax = b.

Definition 2. Let m > r be positive integers, A ∈ Zr×m, and b ∈ Zr. Then the set S0(A,b) of proper
solutions is the subset of S(A,b) with all coordinates being pairwise distinct, that is

S0(A,b) = {(x1, . . . , xm) ∈ S(A,b) : xi ̸= xj for all 1 ≤ i < j ≤ m}.

Before proceeding to the statement of our first main result, we need to define one more parameter,
which will measure the densest subsystem of A. The motivation behind this can be compared to the
graph setting, where one wants to study the number of occurrences of some fixed graph G as a subgraph
of a binomial random graph with n vertices and edge probability p. Here, one naively would expect
the threshold for a random graph to contain G to be when p is around n−v(G)/e(G), which is when
the expected number of copies of G flips from 0 to positive. But this is not the case: if G contains
a subgraph H with v(H)/e(H) > v(G)/e(G), then n−v(H)/e(H) will define the threshold instead. A
similar behavior occurs for the distribution of subgraph counts, as shown by Ruciński in [9].

Definition 3. For positive integers m > r and a positive integer matrix A ∈ Zr×m, define the density
c(A) of A by

c(A) = max
∅̸=Q⊂[m]

|Q|
|Q| − rQ

,

where rQ = rQ(A) = rk(A) − rk(AQ), and Q = [m] \Q.

Note that this is indeed well-defined, since for a positive matrix it is not difficult to prove that
rk(AQ) ≥ rk(A) − |Q| + 1 for every ∅ ̸= Q ⊂ m.

We are now ready to state our first main theorem. For a random variable X with finite first moment
E(X) and non-zero finite variance Var(X), denote by X̃ = (X − E(X))/

√
Var(X) its normalization.

We write Xn
d−→ Y when a sequence of random variables {Xn}n≥1 tends in distribution to Y .

Theorem 4. Let m > r be positive integers, A ∈ Zr×m a positive and abundant integer matrix, and
b ∈ Zr such that S(A,b) ̸= ∅. Furthermore, let n be an integer, 0 ≤ p := p(n) ≤ 1 and Xn the random
variable equal |S0(A,b) ∩ [n]mp |, which counts the number of proper solutions x ∈ [n]mp to Ax = b. Then

X̃n
d−→ N (0, 1)

if n(1 − p) → ∞ and npc(A) → ∞.

Note that in the specific case of k-APs, this problem was already investigated by Barhoumi-Andréani,
Koch and Liu [2]. In fact, they prove not only results on the limiting distribution of the number of
k-term arithmetic progressions in [n]p even when k is unbounded (but sub-logarithmic), they also
establish a bivariate central limit theorem for the joint distribution when considering the counts of two
distinct progression lengths. In contrast, Theorem 4 in the setting of progressions requires the length to
be fixed.
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Non-trivial solutions, and main theorem for their distribution. Proper solutions are always
of interest in the number theoretical context, but in a wide variety of situations we need to take care
of non-proper solutions. For example, for A =

(
1 1 −1 −1

)
, we see that S(A,0) is the number of

additive quadruples satisfying a+ b = c+ d. Clearly, if {a, b} ∩ {c, d} ̸= ∅, then these two sets must in
fact be the same. On the other hand, solutions of the form 2a = c+ d with a /∈ {c, d} are not proper
but obviously of interest and might be considered as valid ones.

Keeping this in mind, we will now recall the notion of non-trivial solutions for systems of linear
equations due to Rué, Spiegel and Zumalacárregui [11] which generalized an earlier notion of this for
single line equations introduced by Ruzsa [13]. For a solution x = (x1, . . . , xm) ∈ S(A,b), we define
p(x) ⊂ 2[m] to be the partition of [m] such that for any i, j ∈ [m] it holds that xi = xj if and only if i and
j are in the same partition class of p(x). One can view p(x) as an ordered |p(x)|-tuple (C1, . . . , C|p(x)|)
such that minCi < minCj whenever i < j. Doing this, we can now define the matrix Ap(x) in the
following way. Suppose the columns of A are denoted by c1, . . . , cm ∈ Zr, then

Ap(x) =
(∑

i∈C1 ci

∣∣ ∑
i∈C2 ci

∣∣ · · ·
∣∣ ∑

i∈C|p(x)| ci

)
,

so Ap(x) ∈ Zr×|p(x)| is the r × |p(x)| matrix obtained by contracting all columns in the same partition
class, with columns ordered by the minimum index in each class. Finally, define the set

P(A) = {p ⊂ 2[m] : p is a partition of [m] and rk(Ap) = rk(A)}.
We are finally ready to introduce the notion of a non-trivial solution.

Definition 5. Let m > r be positive integers, A ∈ Zr×m, and b ∈ Zr. Then the set S1(A,b) of
non-trivial solutions is the subset of S(A,b) with associated partitions coming from P(A), that is

S1(A,b) = {x ∈ S(A,b) : p(x) ∈ P(A)}.
This definition might seem quite arbitrary, but the interested reader is invited to read the discussions

in [11] and [17] which show that, in some sense, it is quite natural in that it encompasses the natural
notions of non-triviality for specific systems of linear equations studied in the literature. When we
want to investigate the distribution of nontrivial solutions, we actually need to look at c(Ap) for any
partition type p that is to be considered. A special case in which it suffices to only consider c(A) is that
of strictly balanced systems.
Definition 6. Let m > r be positive integers and A ∈ Zr×m be positive. Then the matrix A is called
strictly balanced if

c(A) = m

m− rk(A) > max
∅⫋Q⫋[m]

|Q|
|Q| − rQ(A) ,

and furthermore for every p ∈ P(A) \ {{1}, {2}, . . . , {m}} such that Ap is positive, it holds that
c(A) > c(Ap).

We can prove the following theorem about the distribution of nontrivial solutions of strictly balanced
systems of linear equations.
Theorem 7. Let m > r be positive integers, A ∈ Zr×m a positive and abundant strictly balanced integer
matrix such that S(A,0) ̸= ∅. Furthermore, let n be an integer, 0 ≤ p := p(n) ≤ 1 and Xn the random
variable |S1(A,0) ∩ [n]mp | that counts the number of non-trivial solutions x ∈ [n]mp to Ax = 0. Then

X̃n
d−→ N (0, 1)

if n(1 − p) → ∞ and npc(A) → ∞.
Both of our main results can be compared to those proved in [11] and [17]. In the former the authors

investigated the threshold behavior of |S1(A,0) ∩ [n]mp | when A ∈ Zr×m is a positive matrix and in the
latter, Spiegel extended this to |S1(A,b) ∩ [n]mp | for an arbitrary b ∈ Zr when A is positive and also
abundant.
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Proof strategy and further outlook. The core of the common proof of Theorems 4 and 7 is
based on a combination of algebraic ideas dealing with the matrix associated with the linear system of
equations and the method of moments in probability theory to show convergence towards a normal
distribution. The second part is highly inspired by the techniques developed by Ruciński in [9] where
he established a similar result to Theorems 4 and 7 for the distribution of the number of occurrences of
a fixed graph G as a subgraph in a binomial random graph. However, we want to stress that our work
highly differs from [9] on the more difficult linear algebraic structure of the patterns we want to take
into account.

Let us now discuss the potential necessity of the sufficient conditions on the probability function p
established in our results. In fact, in [9] Ruciński showed that the corresponding conditions in the graph
setting were necessary as well as sufficient. In our context we can say something similar regarding the
condition that n(1 − p) is unbounded. Observe that the expression n(1 − p) can be interpreted as the
expected number of elements that are not chosen in [n]p, hence if n(1 − p) ̸→ ∞, then [n]p is typically
all the interval [n] with the exception of a bounded number of elements. Then it is easy to show that
under this condition, Xn is strongly concentrated around its mean value, concluding that X̃n

d−→ 0, and
hence, we do not have a normal limiting distribution for the number of solutions.

The second sufficient condition essentially means that [n]p will contain an infinite number of solutions
to the densest part of the given system of linear equations. When stated in its most general form,
proving that this is also necessary would require a very delicate and technical analysis, but the following
arguments show that at least for the consequences stated in this abstract, Theorems 4 and 7, necessity
is very likely.

Let us start with the setting of Theorem 7, that of non-trivial solutions in strictly balanced homoge-
neous systems of linear equations. Here, as discussed before, Rué, Spiegel and Zumalacárregui in [11]
already established a threshold result showing that when npc(A) = o(1), asymptotically almost surely
S1(A,0) ∩ [n]mp is empty. Using a concentration argument similar to the one above when discussing the
necessity of n(1 − p) → ∞, we see that in this case |S1(A,0) ∩ [n]mp | will converge in distribution to the
constant 0 distribution. In addition to this threshold results, the authors also studied the distribution
at the threshold, that is, the case npc(A) → a > 0 where a is a constant. Their results show that here,
the random variable |S1(A,0) ∩ [n]mp | converges in distribution to a Poisson. Putting all of this together,
we see that this establishes the only if direction for Theorem 7.

Let us now turn to the setting of Theorem 4, that of proper solutions, where there are no repeated
variables by definition. The argument that npc(A) = o(1) implies that X̃n

d−→ 0 is the same as before,
so what remains is to understand the case when npc(A) tends to some positive constant. When A is
strictly balanced, one can use the same arguments that were used by Rué, Spiegel and Zumalacárregui
in the proof of the strictly balanced homogeneous case for the distribution of non-trivial solutions to
see that one will also have a Poisson distribution in the setting of Theorem 4. When A is not strictly
balanced, an analysis as was performed by Ruciński in the subgraph setting is needed, but since we are
now in the situation that all variables are pairwise distinct, the same result should follow, which would
establish the necessity of npc(A) → ∞.

To conclude, let us mention that once one has proved a normal limiting distribution, a natural next
question is the study of local limit theorems as well as anticoncentration results and tail estimates in a
general context. This has been a very active trend of research in the last years, see for instance [19, 3].
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On a nonabelian Kneser theorem
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Abstract

The well known theorem of Kneser, stating that small sumsets in abelian groups must
be periodic, does not hold in nonabelian groups. We prove that in a finite nonabelian
group G, a weaker version of Kneser’s theorem does hold, stating that if a symmetric set
1 ∈ S = S−1 ⊂ G satisfies |S2| < 2|S| − 1 then S2 is almost periodic. This is shown in the
more general context of vertex transitive graphs. Perhaps surprisingly, the corresponding
statement for infinite vertex transitive graphs turns out to be false.

1 Introduction

For two nonempty finite subsets A,B in a group G their Minkowski product (or product set) is the
set AB = {ab : a ∈ A, b ∈ B}. In the sequel, whenever the group G in question is abelian, we will
use the additive notation A+B instead and refer to this as the sumset or Minkowski sum. If G is an
abelian torsion-free group or a finite group of prime order [1, 2], one of the basic inequalities in additive
combinatorics states either A+B = G or

|A+B| ≥ |A| + |B| − 1.

The above inequality may fail to hold in general abelian groups, but one of the basic theorems due to
Kneser [10] provides the structure of pairs of sets for which the inequality does not hold. A set A is
periodic if there is a nontrivial subgroup H < G such that A+H = A. In this case, A is a union of
H–cosets. An equivalent formulation of Kneser’s theorem is the following.
Theorem 1 ([10]). Let A be a nonempty finite set in an abelian group G. If

|A+B| < |A| + |B| − 1,

then A+B is periodic.
Kneser’s theorem cannot be extended directly to nonabelian groups. Olson [15] provides examples

of pairs of sets A,B in a nonabelian group G such that |AB| < |A| + |B| − 1, but for any nontrivial
subgroup H < G it holds that min{|HAB|, |AHB|, |ABH|} > |AB|. There have been alternative
proposals for a nonabelian version of Kneser’s theorem. The following is due to Hamidoune [8].
Theorem 2 (Corollary 3.2 in [8]). Let A be a finite nonempty subset of a group G, and denote by G′
the subgroup generated by A−1A. If

max{|A−1A|, |AA−1|} ≤ min{2|A| − 2, |G′| − 1},
then there exists a nontrivial subgroup H < G′ and an element a ∈ A such that either A−1HA =
A−1A ∪ a−1Ha or AHA−1 = AA−1 ∪ aHa−1

1Email: oriol.serra@upc.edu. Research of O. S. supported by the Spanish Agencia Estatal de Investigación under
project PID2020-113082GB-I00.

2Email: maximilian.woetzel@ru.nl. Research of M. W. supported by the Dutch Science Council (NWO) under grant
number OCENW.M20.009.
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In Theorem 2 periodicity with respect to cosets is substituted by periodicity with respect to sets of
the form xHy with possibly one exception. Matt DeVos, in an unpublished manuscript, suggests the
following generalization of Kneser’s theorem.

Theorem 3 ([3]). Let A,B be subsets of a group G with

|AB| < |A| + |B| − 1.

There is a function f : AB → G such that

AB =
⋃

x∈AB

xHf(x),

where Hg = g−1Hg denotes the conjugate of H by g.

In Theorem 3 periodicity with respect to a subgroup is relaxed to union of cosets of conjugate
subgroups.

Extending a theorem of Mann [13] to nonabelian groups, Olson [14] and Hamidoune [8] showed
independently that, if |AB| < |A| + |B| − 1 then there is a subgroup H satisfying the inequality in the
place of one of the two subsets. This in particular can be seen to imply that |A2| ≥ (3/2)|A|. Frĕıman [4]
shows that the equality holds if and only if A is a subgroup. Extending this result, Hamidoune [8]
showed that, if |A−1A| < (5/3)|A| then A−1A is periodic by a normal subgroup K and can be covered
by at most six cosets of K. Tao [16] partially extended this result by stating that, for every ϵ > 0 if
|A−1A| < (2 − ϵ)|A|, then A can be covered with 2/ϵ cosets of a subgroup.

2 Main Results

Our main result shows that periodicity may fail to hold by at most one coset, hence being comparable
to Theorem 2. We say that a finite nonempty set A in a group G is almost right-periodic if there exists
a nontrivial subgroup H < G and an element a ∈ A such that AH = A ∪ aH.

Theorem 4. Let A be a finite nonempty subset of a group G such that a−1A = A−1a for some a ∈ A.
If

|A−1A| < 2|A| − 1,

then A−1A is almost right-periodic.

Note that the condition on A is for instance satisfied in the special case when A itself is symmetric and
contains the neutral element. This symmetry condition on A can be weakened in a way that is better
explained by placing the problem in the context of (directed) graphs. The Cayley graph Γ = Cay(G,S)
has the elements of the group G as its vertices and every element x is adjacent to xs for each s ∈ S.
It is a directed graph in general, and undirected whenever S = S−1. The action of G on V (Γ) by left
translations is a transitive automorphism group. Thus a Cayley graph is vertex transitive (of degree
|S|), although the class of vertex transitive graphs is much wider than the class of Cayley graphs. In
this context XS is simply the neighborhood NΓ(X) of X in Γ, and sets with small sumset correspond
to sets with small neighborhood in the graph.

Let Γ be a reflexive (that is, containing a loop at every vertex) vertex transitive graph with finite
degree d(Γ)3. We call a nonempty finite set X ⊂ V (Γ) a fragment if it minimizes the boundary operator
|∂(X))| = |NΓ(X) \ X| among finite vertex sets such that NΓ(X) ̸= G. This minimum value is the
connectivity κ(Γ) of the graph. Fragments with smallest cardinality are called atoms of Γ, and this
size is denoted by α(Γ). We have κ(Γ) ≤ d(Γ) − 1 and there is equality if and only if the atoms are

3Note that counter to conventions in other areas of graph theory, we will count the loop at a vertex as only contributing
1 to the degree.
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the vertices of the graph. If κ(Γ) < d(Γ) − 1 and Γ is directed, it might happen that α(Γ) ̸= α(Γ−1).
However, note that if V (Γ) is finite, it will always hold that κ(Γ) = κ(Γ−1).

Our proof techniques follow what Hamidoune dubbed the isoperimetric method. Original arguments
similar to this method were used by Mader [11, 12] purely in the context of vertex-transitive graphs.
Hamidoune then further generalized Mader’s arguments and used them to prove several results in the
setting of groups [5, 6, 7, 8]. A key result of Hamidoune [7] states that, if Γ is reflexive and vertex
transitive, κ(Γ) < d(Γ) − 1 and α(Γ) ≤ α(Γ−1) then the atoms of Γ form a system of imprimitivity of
the automorphism group Aut(Γ). In particular, if Γ is a Cayley graph, then the atoms are right-cosets
of a nontrivial subgroup. We say that a set X ⊂ V (Γ) is almost periodic if it is the union of blocks of a
system of imprimitivity of Aut(Γ) except maybe by precisely one block which is only partially contained
in X. In this more general setting Theorem 4 can be extended to the following result.

Theorem 5. Let Γ be a reflexive finite vertex transitive graph with degree d(Γ). If κ(Γ) < d(Γ) − 1 and
α(Γ) = α(Γ−1) then for every vertex x ∈ V (Γ), the alternated second neighborhood

N(N−1(x))

is almost periodic with respect to the atoms of Γ−1.

It is now not too difficult to see that Theorem 4 follows from Theorem 5 by setting Γ = Cay(G,S)
with S = a−1A, noting that S−1S = A−1A. In fact, one can make the following slightly stronger
statement.

Let G be a finite group and S a finite set with 1 ∈ S. If there exists a finite set X ⊂ G such that

|XS| < |X| + |S| − 1,

then there is a nontrivial subgroup H < G such that S−1S is almost periodic, provided that the atoms
of Cay(G,S) and those of Cay(G,S−1) have the same cardinality. Note that as a standalone condition,
requiring 1 ∈ S is not restrictive since one can always translate S appropriately without changing the
cardinality of S−1S. On the other hand, examples of Cayley graphs Γ for which α(Γ) < α(Γ−1) are
given for example by Zémor [17], even if the constructions are rather peculiar. A more general approach
to construct large families of such groups was proposed by Hamidoune [7].

The significance of Theorem 5 lies in the fact of supplying a nonabelian analog of Kneser theorem, a
result which has seen a very wide range of applications in additive combinatorics. Furthermore, we are
able to show that it is optimal in two ways. The first concerns the natural question of whether one can
improve almost periodicity to full periodicity in the conclusion of the theorem. We are able to show
that this is not possible, even in the more restrictive setting of Cayley graphs.

Theorem 6. There exists a finite group G and a generating set S of G such that Γ = Cay(G,S)
satisfies all the conditions of Theorem 5, but

min{|HS−1S|, |S−1HS|, |S−1SH|} > |S−1S|
for every nontrivial subgroup H < G.

In this way, the construction given by Theorem 6 is a strengthening of the previously mentioned
examples given by Olson [15] to the stricter structure of AA−1 instead of AB.

Another natural question to ask is whether Theorem 5 also holds in infinite graphs. Again, we are able
to construct a family of examples of infinite vertex-transitive graphs of counter-examples. Specifically,
we show the following.

Theorem 7. Let n ∈ N be a positive integer. Then there exists an infinite, undirected, reflexive,
vertex-transitive graph Γn such that every vertex x ∈ V (Γn) satisfies

|H| > |N(N−1(x)) ∩H| > 0

for 2n− 1 distinct atoms H.
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Proof. For clarity of presentation, we will restrict ourselves for now to the case n = 1 and mention at
the end how to generalize this to arbitrary n. Let F2 = ⟨a, b⟩ be the free group of rank two and consider
the undirected Cayley graph

Γ = Cay(F2 × Z4 × Z4, S),

where S = {1, a, b, a−1, b−1} × Z4 × Z4. This can be visualized as the infinite 4–regular tree where each
vertex is replaced by a copy of the complete graph K8. For every w ∈ F2, the sets {w} × Z4 × Z4 are
clearly blocks of the automorphism group of the graph defined by the left translations of the group
G = F2 × Z4 × Z4.

Let π : Z4 → {a, b, a−1, b−1} be a bijection and let H < F2 be the subgroup of words in F2 of even
reduced length (those elements in F2 at even distance from 1 in Cay(F2, {a, b, a−1, b−1})). Consider the
directed graph Γ⃗0 with vertex set V (Γ) whose directed edges are defined by

N+
Γ⃗0

(w, i, j) = {wπ(j)} × (i+ 1H(w) + {0,−1}) × Z4 =
{

{wπ(j)} × {i, i− 1} × Z4, if w ∈ H;
{wπ(j)} × {i, i+ 1} × Z4, if w ̸∈ H.

The directed graph Γ⃗0 is regular with d+(Γ⃗0) = d−(Γ⃗0) = 8. Figure 1 illustrates the out- and
in-neighborhoods of {1} × Z4 × Z4 for the bijection π(0, 1, 2, 3) = (a, b, a−1, b−1).

a

b

b−1

a−1

a−1

b−1

b

a

Figure 1: The out- and in-neighborhoods of (1, 0, 0) in Γ⃗0.

For every g = (u, α, 0) ∈ G the map ϕg : G → G defined by

ϕg(w, i, j) = (uw, i+ α+ 1H(u)1H(w), j).

satisfies

ϕg(wπ(j), i+ 1H(w), j′) = (uwπ(j), i+ α+ 1H(uw) + 1H(u)1H(wπj), j′)
= (uwπ(j), i+ α+ 1H(wπ(j)1H(u)1H(w)),

so that ϕg(NΓ⃗0
(w, i, j)) = NΓ⃗0

(ϕg(w, i, j)) and ϕg is an automorphism of Γ⃗0 sending (1, 0, 0) to g. On
the other hand, for g = (1, 0, β), the map ψg : G → G defined as ψg(w, i, j) = (fβ,j(w), i, j + β), where
fβ,j(w) = w if π(j + β) = π(j) and fβ,j exchanges a and b in w otherwise, is an automorphism that
maps (1, 0, 0) to (1, 0, j). It follows that Γ⃗0 is vertex transitive.

Let Γ0 be the undirected simple graph obtained by ignoring the directions of the arcs in Γ⃗0. We
observe that Γ0 is a vertex transitive subgraph of Γ with degree d(Γ0) = 14.

Let Γ1, the spanning subgraph of Γ with edge set E(Γ1) = E(Γ) \E(Γ0). By the above remarks, Γ1
is reflexive and vertex transitive of degree d(Γ1) = d(Γ) − d(Γ0) = 66. The boundary of {1} × Z4 × Z4
has size 64 (the four blocks {gs} × Z4 × Z4 for s ∈ {a, b, a−1, b−1}) so that κ(Γ1) < d(Γ1) − 1. One
can easily check that no other set has smaller boundary (because of the exponential expansion of the
quotient graph Cay(F2, {1, a, b, a−1, b−1}) and the local structure of the complete graphs K8), so that



Discrete Math Days, Santander, July 4–6, 2022 253

these blocks are atoms of Γ1. However, the second neighborhood of (1, 0, 0) is not almost periodic by
the imprimitivity system of atoms. In fact, N(N((1, 0, 0))) has holes in precisely 3 blocks.

The above example can be generalized by starting with the free group Fn+1 of rank n + 1 and
considering the corresponding group Fn+1 ×Z4 ×Z2n+2. In the resulting graph the second neighborhood
of a vertex has holes in 2n− 1 atoms.

The question remains whether the graphs Γn are Cayley graphs, and if not, whether one can find
similar constructions which are. As a remark, note that only the second neighborhood of a vertex
x ∈ V (Γn) avoids almost periodicity. In fact, the third neighborhood (and hence any following one) is
fully periodic with respect to the atoms.

3 Final Remarks

The almost periodic structure of sets S in a group with small value of |S−1S| seems to us a nice extension
of Kneser’s theorem to nonabelian groups. The fact that it can be phrased in the more general context
of vertex transitive graphs enhances the combinatorial nature of the result. It is worth noting that the
notion of almost periodicity already occurs in the abelian case in the characterization of critical pairs,
that is pairs (A,B) satisfying the equality |A+B| = |A| + |B| − 1, obtained by Kemperman [9].

There is a number of natural questions arising from the result.

1. The fact that atoms of a vertex transitive graph Γ can have different size compared to the ones
of Γ−1 is intriguing. In the finite case, it may happen that atoms of Γ or Γ−1 may cease to be
a system of imprimitivity of the automorphism group, a crucial property in our arguments (for
infinite locally finite graphs this property holds in both Γ and Γ−1). A better understanding of
these graphs may shed some light on this somewhat stringent assumption in Theorem 5.

2. In the study of so–called Plünecke inequalities, an instrumental tool to settle Babai’s conjecture of
expansion in simple groups, it was already noticed that third neighborhoods rather than second
neighborhoods where the appropriate object to look at. It might be worth analyzing if Kneser’s
theorem in nonabelian groups can be more appropriately stated in terms of larger iterations of
neighborhoods of a vertices, as the examples we have encountered suggest.

3. An important feature of Kneser’s theorem is its asymmetric nature, applying to arbitrary pairs
of sets. In additive combinatorics it is customary to analyze single sets and their doubling, but
asymmetric versions of the theorem are certainly worth exploring.
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*Facultad de Ciencias, Universidad de Cantabria
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Abstract

Clustering (partitioning a set into different subsets) are among the most widely used
type of algorithms for unstructured data and often means solving a combinatorial problem
of finding the minimum of an objective function. The most popular clustering algorithm in
practice is Lloyd’s heuristic approximation algorithm to the k-means optimum centroids. A
crucial issue of this approach is that there is only a probabilistic guarantee regarding the
goodness of the solution. Indeed, it is possible to construct datasets where Lloyd’s heuristic
approximation algorithm only finds local minimums. A challenging problem is finding the
global optimum for any given dataset. Although this problem is NP-hard, new algorithms
for finding optimal clustering offer many benefits such as the research of new heuristic
algorithms. This work analyses possible improvements for solving this problem, focusing on
optimizing the global searches with branch-and-bound techniques. The numerical results
show a promising computational advantage for the case of the partitioning of two sets over
previous proposals.

1 Introduction

Clustering problems have attracted a lot of attention in many different areas related to algorithms
that deal with unstructured data, for example in data mining. Although the fitness of a clustering
is context-dependent, it is quite common to reformulate to a combinatorial problem as finding the
minimum of an objective function. The most widely popular choice is to represent the data as points in
a real d-dimensional space and take the objective function as the mean squared distance from each data
point to the mass center of the cluster it belongs. Unfortunately, it is known that the formulation of
the problem is NP-Hard [5], even in the case that k = 2 [3], fostering the development of probabilistic
approximation algorithms based on Lloyd’s heuristic algorithm [1, 7, 8].

A key problem related to probabilistic algorithms is at conceptual level: they do not offer deterministic
bounds and it is not possible to find the real optimum even in small to moderate datasets. Additionally,
there are room for improvements in the analysis because most of the algorithms perform better than
expected in real world applications. Hence it is necessary to conduct numerical experiments and
comparing the output of the algorithms with the real optimum, and that requires fast algorithms for
finding the optimum.

Brute force search, i. e. evaluating all partitions, is computationally possible for very small datasets,
i.e. less than 30 points [10]. The first results into more efficient searches [6] found that finding the
optimum can be done in polynomial time on the number of points if the dimension and k are fixed.

1Email: francisco-javier.soto@alumnos.unican.es
2Email: ana.gomez.perez@urjc.es
3Email: gomezd@unican.es

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es

https://github.com/domingoUnican/Mejora_k_means
https://github.com/domingoUnican/Mejora_k_means


256

Numerical experiments on finding the optimum were conducted in a more recent work [10], improving
the complexity of the original algorithm. Although this implementation improved all known proposals,
it requires the use of super-computation for datasets with more than 300 points, each of them with four
numerical attributes attached. This opens new research lines for improvements to work efficiently on
larger datasets.

The aim of our research is to extend the algorithm by Avis and Fukuda [2], in order to adapt it to
the branch-and-bound paradigm with the use of a new heuristic generalizing the findings of Wang [11].

The paper is organized as follows: Section 2 explains the algorithm for cell enumeration given by
Avis and Fukuda [2]. In Section 3 we recall the relation between finding optimal clustering for k = 2
and cell enumeration. Finally, section 4 evaluates this new algorithm with simulations and finishes with
the conclusions.

2 Hyperplanes Arrangements and the CellEnum Algorithm

We denote by a⃗ = (a1, . . . , ad) elements of the vector space of dimension d, Rd, where d is a positive
integer and R the field of real numbers. We also consider matrices and their usual operations, namely
multiplication, addition and transposition. The notation for the transposition of a matrix A is (A)T.
Then, vectors in Rd are considered as matrices with d rows and 1 column. We also use a⃗ · x⃗ to denote
(⃗a)Tx⃗, which correspond to the standard dot product, and the matrix form Ax⃗ = b⃗ to encode the finite
set of hyperplanes H = {H1, . . . ,Hm}. Let Ai,. denotes the ith row of matrix A, then

Hi = {x⃗ ∈ Rd | Ai,.x⃗ = bi}, b⃗ = (b1, . . . , bm). (1)

Definition 1. A set of hyperplanes in Rd partitions the space into relatively open convex polyhedral
regions, called faces. This partition is called a hyperplane arrangement.

We make a distinction between the two sides of a hyperplane. A point p⃗ ∈ Rd is on the positive side
of hyperplane Hi, denoted by H+

i , if Ai,.p⃗ > bi. Otherwise, it can be on Hi or in the negative side
denoted by H−i . Therefore, for p⃗ ∈ Rd we define a sign vector of length m consisting of +, 0,− signs as
follows:

sv(p⃗)i =





+ if p⃗ ∈ H+
i ,

− if p⃗ ∈ H−i ,
0 if p⃗ ∈ Hi,

where i = 1, . . . ,m and m is the number of hyperplanes.

Definition 2. A face is a set of points with the same sign vector. It is called a k-face if its dimension
is k ≤ d and a cell if the dimension is d. The support of a face f is the set of indexes of the non-zero
elements in the sign vector. The positive (resp. negative) support of f is the set of indices of the
hyperplanes of positive (resp. negative) sign and it is denoted by f+ (resp. f−).

Consider the state space of all possible values of sv(p⃗) that could possibly exist in an hyperplane
arrangement. The state space consists of at most O(md) sign vectors [4, page 8]. Given that they can
be generated efficiently [9], i.e. it is possible to explore all states doing O(m) operations per state,
where the implied constant depends on d. The algorithm CellEnum [2] do this by assigning to each cell
(except the root cell) a unique parent cell, thereby obtaining a tree structure for the cells and traverses
it from the root to the leaves. One procedure, called (ParentSearch) discovers the parent cell of any
given cell, which is a chosen neighbor that has one more + in its sign vector. Another key procedure,
the adjacency oracle (AllAdj), returns all neighbours of a cell, i.e. any cell with a sign vector with a
additional − sign.

Without loss of generality, the sign vector f of the root cell consists only of +′s, multiplying by −1
all hyperplanes in f−.
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3 Improvements on finding a real Optimum

For a set S of m points p⃗i ∈ Rd, we denote by |S| the number of points of S and x⃗(S) its mass center.

Definition 3. The general k−clustering is a partition of a given set S ⊂ Rd of m points p⃗i, i = 1, . . . ,m
into k disjoint nonempty subsets S1, . . . , Sk called clusters. A variance-based k−clustering problem is
to find k clusters such that the following holds,

min
S1,...,Sk

Var(S1, . . . , Sk) = min
S1,...,Sk




k∑

j=1

1
|Sj |

∑

p⃗i∈Sj

∥p⃗i − x⃗(Sj)∥2


 .

For the rest of the paper, we consider only the case of k = 2.
A possible method to partition S is using the concept of Voronoi diagrams. The idea behind it is to

pick 2 points, called the centers, q⃗1, q⃗2 and divide S into subsets S1, S2 where each of them is defined by
the points that are closest to the correspondent center.

Definition 4. Given q⃗1, q⃗2 ∈ Rd we define Vor(q⃗1) = {p⃗ ∈ Rd : ∥p⃗ − q⃗1∥2 < ∥p⃗ − q⃗2∥2}. A Voronoi
partition S1, S2 with centers q⃗1, q⃗2 is defined as p⃗ ∈ S1 ⇐⇒ p⃗ ∈ Vor(q⃗1).

The Voronoi partitions provide clusters of S that are reasonable candidates to define an optimal
partition that minimizes the quantity of Definition 3. Specifically, the real optimum is a Voronoi
partition, see [10, Fact 3]. Suppose that a Voronoi partition {S1, S2} is the solution to the variance-
based 2-clustering problem, so, p⃗ ∈ S1 if and only if ∥p⃗ − q⃗1∥2 < ∥p⃗ − q⃗2∥2, which is equivalent to
p⃗ · (q⃗2 − q⃗1) < (||q⃗2||2 − ||q⃗1||2)/2, or




p⃗ · 2(q⃗2−q⃗1)
||q⃗2||2−||q⃗1||2 < 1 if ||q⃗1||2 ̸= ||q⃗2||2,

p⃗ · (q⃗2 − q⃗1) < 0 otherwise.
(2)

Therefore the state space for the candidate partitions to be optimal in the sense of minimizing the
function of Definition 3 can be reduced to enumerate the vector signs of two hyperplanes arrangement
defined by the same matrix A with m rows and the vectors b⃗1, b⃗2,

Ai,. = p⃗i, i = 1, . . . ,m, b⃗1 = (1, . . . , 1), b⃗2 = (0, . . . , 0).

We propose the following algorithm 1 based-on-branch and bound method which extends the CellEnu-
meration Algorithm [2].

Algorithm 1 Algorithm CellEnumBB
Require: cell c of an hyperplane arrangement H, cost() function, bound() function, best-value α = ∞
Ensure: all cells in the subtree rooted at c with Branch & Bound technique

save c
for all h ∈ AllAdj(c) do

if h ∈ c+ then
e = c, eh=-
if ParentSearch(e)==h and bound(e) < α then

α = CellEnumBB(e, min(α, cost(e)))
end if

end if
end for
return α

There are some details of the implementation of the algorithm above that are necessary to explain. The
procedure ParentSearch returns the position of the vector which is different between the given cell and
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the parent cell. The procedure AllAdj returns a list of the indices of the non-redundant hyperplanes that
bound a cell, which is enough to identify the neighbours. Therefore, we can find the optimal partition
represented by a sign vector v0 by applying Algorithm 1 to the hyperplane arrangements described in
the Equation 2 and returning v0 such that cost(v0) is the minimum possible.

In order to avoid exploring possible nodes of the tree, the branch-and-bound paradigm requires

• an initial value for best-value which can be possible optimum. This can be found using a
probabilistic algorithm,

• an heuristic, bound(e), about the minimum cost of each state in the branch of the tree. Our
proposal is to sum the values of the variance-based 2-clustering problem for different orthonormal
projections for d = 1. An efficient algorithm exists for this case [11].

The idea of projecting is formalized in the following way. Let O(n) denote the set of orthogonal
matrices Q, i.e. satisfying Q(Q)T = I. For each matrix Q, clusteringBound(Q) is the sum of the
variance-based 2-clustering problems given by the projections in the directions defined by the rows.
Notice that for c⃗− fix the membership of the corresponding points. Then, the family of heuristics where
the best bound function lies should be

B = sup
Q∈O(n)

clusteringBound(Q).

Finding the best bound is out of scope of this paper because it can be computationally expensive. We
propose and compare two different approaches: use the Principal Component Analysis (PCA) method
and take Q random. The first approach is to consider the PCA matrix, which is a particular orthogonal
matrix that has a priori good properties. First, let us define the symmetric matrix

M =
∑

p⃗∈S1

(p⃗− x⃗(S1)) · (p⃗− x⃗(S1))T +
∑

p⃗∈S2

(p⃗− x⃗(S2)) · (p⃗− x⃗(S2))T .

We consider the orthogonal matrix Γ such that ΓT MΓ is diagonal and Γ.,i is the eigenvector associated
to the eigenvalue λi satisfying λ1 ≥, ...,≥ λd. The idea here is that the first eigenvalues, in particular
λmax = λ1, seem to be potential candidates to explain why one should not explore that part of the
search tree, given that the rate

(∑l
i=1 λi

)
/
(∑d

i=1 λi

)
, 1 ≤ l ≤ d, is similar to the proportion of the

variance in the technique of PCA. An additional benefit is that the cost() function of Algorithm 1 can
be computed easily as trace(M) = ∑d

i=1 λi.
Although it is a natural choice, our preliminary computer experiments show that matrix Γ is far from

being an optimal choice. The other alternative is to consider a Monte Carlo approach by sampling
random matrices from O(n). Both methods are compared in the next section.

Algorithm 2 Algorithm oneDimCluster
Require: Sets of points X,Y ⊂ R where max(X) < min(Y )
Ensure: Optimal value V ar(S1, S2) where {S1, S2} is a partition of S = X ∪ Y such that Y ⊂ S2.
S1 = ∅, S2 = X ∪ Y
µ1 = 0, µ2 = x⃗(S2)
V = V ar(S1, S2)
for all i ∈ {1, ..., n}, xi ∈ X, xi ≤ xi+1 do

S1 = S1 ∪ {xi}, S2 = S2 − {xi}
µ1 = x⃗(S2), µ2 = x⃗(S2)
V = min(V, V ar(S1, S2))

end for
return V
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4 Numerical Experiments and Conclusions

We have made preliminary numerical experiments comparing with a previous algorithm developed
in 2018 [10] using their dataset for comparison. We use a Macbook Pro with a procesor 2,5 GHz
Intel Core i5 and 16 GB RAM without multi-threading techniques. As it can be seen in Figure 1,
our heuristics performs worse for d = 2 but computational times for d = 3 show a clear improvement
for both heuristics over the original algorithm and considerably better for the Monte Carlo approach.
It is worth to notice that adding points does not automatically increase computation time using the
heuristics. We leave for future work to improve this heuristic, include multi-threading techniques and
perform more computational experiments in higher dimensions for other datasets.

Figure 1: Computational times for d = 2 and d = 3, comparing previous implementation and two
heuristic. The x-axis represents the number of points and the y-axis the computational time in seconds.

References

[1] D. Arthur and S. Vassilvitskii. “k-means++: the advantages of careful seeding”. In: Proceedings
of the eighteenth annual ACM-SIAM symposium on Discrete algorithms. SODA ’07. New Orleans,
Louisiana: Society for Industrial and Applied Mathematics, 2007, pp. 1027–1035.

[2] D. Avis and K. Fukuda. “Reverse Search for Enumeration”. In: Discrete Applied Mathematics 65
(1993), pp. 21–46.

[3] P. Drineas, A. M. Frieze, R. Kannan, S. S. Vempala, and V. Vinay. “Clustering Large Graphs via
the Singular Value Decomposition”. In: Mach. Learn. 56.1-3 (2004), pp. 9–33. doi: 10.1023/B:
MACH.0000033113.59016.96.

[4] H. Edelsbrunner. Algorithms in combinatorial geometry. New York, NY, USA: Springer-Verlag
New York, Inc., 1987.

[5] M. R. Garey and D. S. Johnson. Computers and Intractability: A Guide to the Theory of NP-
Completeness. W. H. Freeman, 1979.

w
w

w
.e

di
to

ria
l.u

ni
ca

n.
es

https://doi.org/10.1023/B:MACH.0000033113.59016.96
https://doi.org/10.1023/B:MACH.0000033113.59016.96


260

[6] M. Inaba, N. Katoh, and H. Imai. “Applications of Weighted Voronoi Diagrams and Randomization
to Variance-Based k-Clustering (Extended Abstract)”. In: Symposium on Computational Geometry.
1994, pp. 332–339.

[7] T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, R. Silverman, and A. Y. Wu. “An
Efficient k-Means Clustering Algorithm: Analysis and Implementation”. In: IEEE Trans. Pattern
Anal. Mach. Intell. 24.7 (2002), pp. 881–892. doi: 10.1109/TPAMI.2002.1017616.

[8] R. Ostrovsky, Y. Rabani, L. J. Schulman, and C. Swamy. “The effectiveness of lloyd-type methods
for the k-means problem”. In: J. ACM 59.6 (2012), 28:1–28:22. doi: 10.1145/2395116.2395117.

[9] N. H. Sleumer. “Hyperplane arrangements: Constructions, Visualizations and Applications”. MA
thesis. Zurich: Swiss Federal Institute of Technology, 2000.
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Abstract

Graphs with the same spectrum are called cospectral. A graph is determined by its
spectrum if every graph cospectral with it is isomorphic to it. We ponder the question

Which graphs are determined by their spectrum?

for the (union of) graphs in the Johnson scheme and Grassmann scheme. We present several
recent results concerning the cospectrality of these graphs, as well as some new discoveries
on the cospectrality of generalized Johnson graphs and q-Kneser graphs.

1 Introduction

An important open problem in spectral graph theory is to find out which graphs are determined by
their spectrum (the eigenvalues of their adjacency matrix). It has been conjectured by van Dam and
Haemers that almost all graphs are determined by their spectrum [4]. This conjecture, which plays a
special role in the graph isomorphism problem, has been solved for several families of graphs; sometimes
by proving that the spectrum determines the graph, and sometimes by constructing nonisomorphic
graphs with the same spectrum. Several of these methods for constructing nonisomorphic cospectral
graphs include: Seidel switching [12], Godsil-McKay switching [8], Wang-Qiu-Hu switching [13], Abiad-
Haemers switching [1], techniques based on point-line geometries and GTPT-switching [7]. Most of
these techniques work particularly well on graphs coming from finite geometries. In this work we will
report recent results concerning the conjecture on generalizations of the Johnson graphs.

2 Preliminaries

A graph is a tuple Γ = (V,E) with V a finite set of elements, called vertices, and E a set of pairs {u, v}
with u, v ∈ V , u ̸= v, called edges. Two vertices u and v are adjacent (notation: u ∼ v) if {u, v} ∈ E.
Adjacent vertices are called neighbours. The degree deg(v) of a vertex v is the number of its neighbours.

Let Γ be a graph with vertex set V = {v1, v2, . . . , vn}. The adjacency matrix of Γ is the matrix
A = (aij)1≤i,j≤n where

aij =
{

0 if vi ̸∼ vj

1 if vi ∼ vj
.

The spectrum of Γ is the multiset of all eigenvalues of A. Graphs are cospectral if they have the same
spectrum. Two graphs that are cospectral but not isomorphic, are called cospectral mates. A graph
is determined by its spectrum (DS) if it has no cospectral mate. on the other hand if a graph has a
cospectral mate, it is not determined by its spectrum (NDS).

1Email: Aida.Abiad@UGent.be
2Email: Jozefien.Dhaeseleer@UGent.be
3Email: Robin.Simoens@UGent.be
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One of the most successful methods for finding cospectral mates is Godsil-McKay switching. We
mainly focus on the following simplified version.

Theorem 1 ([8]). Let Γ be a graph and C a subset of its vertices such that the following hold:

(i) The induced subgraph on C is regular.

(ii) Every vertex outside C has exactly 0, 1
2 |C| or |C| neighbours in C.

For every u ∈ C and every v /∈ C that has exactly 1
2 |C| neighbours in C, reverse the adjacency between

u and v. Then the resulting graph is cospectral with Γ. We say it is obtained from Γ by GM-switching
about C.

Let n, k be positive integers with k ≤ n. We now define the (union of) graphs of the Johnson scheme.

Definition 2. Let S ⊆ {0, 1, . . . , k − 1}. The generalized Johnson graph JS(n, k) has as vertices the
k-subsets of {1, . . . , n}, where two vertices are adjacent if their intersection size is in S.

In particular, J{0}(n, k) is the Kneser graph K(n, k) and J{k−1}(n, k) is the Johnson graph J(n, k).

{1, 2}

{3, 4}

{2, 5} {1, 3}

{4, 5}
{3, 5}

{1, 5}

{1, 4}

{2, 4}

{2, 3}

Figure 1: The Petersen graph, represented as the Kneser graph K(5, 2).

Let Fq be the finite field of order q. Then q is a prime power, i.e. q = ph with p prime and h > 0. A
vector space of dimension k is called a k-space for short.

Definition 3. Let S ⊆ {0, 1, . . . , k − 1}. The generalized Grassmann graph Jq,S(n, k) has as vertices
the k-subspaces of Fn

q , where two vertices are adjacent if their intersection dimension is in S.

In particular, Jq,{0}(n, k) is the q-Kneser graph Kq(n, k) and Jq,{k−1}(n, k) is the Grassmann graph
Jq(n, k).

Note that we may assume that k ≤ n
2 since JS(n, k) is isomorphic to J{s+n−2k|s∈S}(n, n − k),

and similarly, Jq,S(n, k) ∼= Jq,{s+n−2k|s∈S}(n, n − k). We will also assume that |S| ≤ n
2 because the

complement of JS(n, k) is J{1,...,n}\S(n, k), and a regular graph is DS if and only its complement is.
Similar for Jq,S(n, k). Also note that if S = ∅, the graph is complete or edgeless and therefore trivially
DS.

3 Theoretical results

The following results about the cospectrality of generalized Johnson and Grassmann graphs have been
obtained by various authors.

Let q be a prime power and 1 ≤ k ≤ n
2 .
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Theorem 4 ([2, 10]). K(n, 2) is determined by its spectrum if and only if n ̸= 8.

Theorem 5 ([11]). K(2k + 1, k) is determined by its spectrum.

Theorem 6 ([6]). Jq(2k + 1, k) is not determined by its spectrum.

Theorem 7 ([5]). J(n, k) and Jq(n, k) are not determined by their spectrum if 3 ≤ k.

Theorem 8 ([9]). K(n,k) is not determined by its spectrum if there is an m < k − 1 such that
(

n−k+m
m

)
=

2
(

n−2k+m
m

)
.

Theorem 9 ([3]). J{0,1,...,m}(3k − 2m− 1, k) is not determined by its spectrum if k ≥ max(m+ 2, 3).
J{0,1,...,m}(n, 2m+ 1) is not determined by its spectrum if m ≥ 2 and n ≥ 4m+ 2.

Using GM-switching, we proved the following new result.

Theorem 10. Kq(n, k) is not determined by its spectrum if q = 2.

4 Computational results

The following tables give a more structured overview of which cospectral results are already known for
generalized Johnson and Grassmann graphs. The coloured boxes agree with the above theorems by the
legend:

Theorem 4 Theorem 6 Theorem 8 Theorem 10
Theorem 5 Theorem 7 Theorem 9 trivial (the disjoint union of copies of P2

is DS, see [4])

For each graph of which the cospectrality is still unknown, we write down a number x. We searched
exhaustively for possible GM-switching sets in each graph and found out that there do not exist
GM-switching sets of size ≤ x with the property of producing a cospectral mate for the graph. Numbers
between brackets indicate that we did find a switching set of that size, but the resulting cospectral
graph was isomorphic to it.

Similar exhaustive searches have already been done in [3], but we extend it in two ways. First, our
code is more efficient, and therefore able to produce higher numbers (and an extra find). Secondly, we
add computational results for the generalized Grassmann graphs as well.

JS(n, 2) S

{0}

n

4 DS
5 DS
6 DS
7 DS
8 NDS
9 DS

Table 1: Small generalized Johnson
graphs with k = 2.

JS(n, 3) S

{0} {1} {2}

n

6 DS NDS NDS
7 DS NDS NDS
8 NDS NDS NDS
9 12 NDS NDS
10 12 NDS NDS
11 10 NDS NDS

Table 2: Small generalized Johnson
graphs with k = 3.
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JS(n, 4) S

{0} {1} {2} {3} {0, 1} {0, 2} {0, 3}

n

8 DS 12 NDS NDS 12 NDS 12
9 DS 10 10 NDS NDS NDS 10
10 8 8 8 NDS 8 NDS 8
11 NDS 8 8 NDS 8 NDS 8
12 6 6 6 NDS 6 NDS 6
13 6 6 6 NDS 6 NDS 6

Table 3: Small generalized Johnson graphs with k = 4.

JS(n, 5) S

{0} {1} {2} {3} {4} {0, 1} {0, 2} {0, 3}

n

10 DS 10 10 10 NDS 10 10 10
11 DS 8 8 8 NDS 8 8 8
12 6 6 6 6 NDS NDS 6 6
13 6 6 6 6 NDS 6 6 6
14 NDS 4 4 4 NDS 4 4 4
15 4 4 4 4 NDS 4 4 4

JS(n, 5) S

{0, 4} {1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}

n

10 10 10 (4,8,10) NDS 10 (4) 10 (4) NDS NDS
11 8 8 NDS 8 6 6 NDS
12 6 6 NDS 6 6 6 NDS
13 6 4 NDS 4 4 4 NDS
14 4 4 NDS 4 4 4 NDS
15 4 4 NDS 4 4 4 NDS

Table 4: Small generalized Johnson graphs with k = 5.
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q = 2 q = 3 q = 4

Jq,S(n, 2) S S S

{0} {0} {0}

n

4 NDS 4 4
5 NDS NDS NDS
6 NDS 4 (4) 0
7 NDS 0 0
8 NDS 0 0
9 NDS 0 0

Table 5: Small generalized Grassmann graphs with k = 2 and q = 2, 3, 4.

q = 2 q = 3 q = 4

Jq,S(n, 3) S S S

{0} {1} {2} {0} {1} {2} {0} {1} {2}

n

6 NDS 0 NDS 0 0 NDS 0 0 NDS
7 NDS 0 NDS 0 0 NDS 0 0 NDS
8 NDS 0 NDS 0 0 NDS 0 0 NDS
9 NDS 0 NDS 0 0 NDS 0 0 NDS
10 NDS 0 NDS 0 0 NDS 0 0 NDS
11 NDS 0 NDS 0 0 NDS 0 0 NDS

Table 6: Small generalized Grassmann graphs with k = 3 and q = 2, 3, 4.

q = 2 q = 3

Jq,S(n, 4) S S

{0} {1} {2} {3} {0, 1} {0, 2} {0, 3} {0} {1} {2} {3} {0, 1} {0, 2} {0, 3}

n

8 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0
9 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0
10 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0
11 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0
12 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0
13 NDS 0 0 NDS 0 0 0 0 0 0 NDS 0 0 0

q = 4

Jq,S(n, 4) S

{0} {1} {2} {3} {0, 1} {0, 2} {0, 3}

n

8 0 0 0 NDS 0 0 0
9 0 0 0 NDS 0 0 0
10 0 0 0 NDS 0 0 0
11 0 0 0 NDS 0 0 0
12 0 0 0 NDS 0 0 0
13 0 0 0 NDS 0 0 0

Table 7: Small generalized Grassmann graphs with k = 4 and q = 2, 3, 4.
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While searching for switching sets, we found a new graph that has a cospectral mate. This is the
graph J{2,4}(10, 5). Its switching sets have size 10.

5 Conclusion

GM-switching provides a useful technique for discovering cospectral mates. It has been proven successful
in the past, and it still is. WQH-switching is a recent new method that could be effective as well.

There are still many gaps in the tables. One way to deal with this, is to make the code run faster
(for example, using multiple GPU’s or ...). Another one is to try different switching techniques.
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Abstract

For integers r and ki, with r ≥ 2 and ki ≥ 2 for i = 1, 2, . . . , r, the r-color off-diagonal
generalized Schur number S(r; k1, k2, . . . , kr) is defined as the least integer M such that
any r-coloring of the integer interval [1,M ] must admit a j-colored solution to equation
Ekj

: x1 + x2 + . . .+ xkj
= xkj+1 for some j with 1 ≤ j ≤ r.

In this work, we will show our advances on the 3-color off-diagonal generalized Schur
numbers S(3; k1, k2, k3).

1 Introduction

For integers a ≤ b, we shall denote [a, b] the integer interval consisting of all t ∈ N+ = {1, 2, . . . } such
that a ≤ t ≤ b. A function

∆ : [1, N ] −→ {d1, . . . , dr},

where d1, . . . , dr ∈ N+ represent different colors, is an r-coloring of the interval [1, N ].
Given an r-coloring ∆ and the equation Ek : x1+· · ·+xk = xk+1 in k+1 variables, we say that a solution

x1, . . . , xk, xk+1 to the equation Ek is monochromatic if and only if ∆(x1) = ∆(x2) = · · · = ∆(xk+1).

1.1 Schur numbers

A set A of integers is called 2-sum-free if it contains no elements x1, x2, x3 ∈ A satisfying x1 + x2 = x3
where x1, x2 need not be distinct.

Given a positive integer r ≥ 2, Schur [15] proved in 1916 that there exists a greatest positive integer
N such that the integer interval [1, N − 1] can be partitioned into r 2-sum-free sets. Such numbers
are denoted by S(r) in the literature. For notational convenience, we denote S(r) equivalently by
S(r; 2, 2, . . . , 2) where the number of 2’s is equal to r and the 2’s are due to the 2-sums in the equation
E2 : x1 + x2 = x3. The current knowledge on these numbers for 1 ≤ r ≤ 7 is given in Table 1.

r 1 2 3 4 5 6 7
S(r; 2, 2, . . . , 2) 2 5 14 45 161 ≥ 537 ≥ 1681

Table 1: The first few Schur numbers S(r; 2, 2, . . . , 2).

1Email: tanbir@gmail.com
2Email: boza@us.es
3Email: pastora@us.es
4Email: isanz@us.es
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The exact value of S(4; 2, 2, 2, 2) was obtained by Baumert and Golomb ([5], [9]) and recently
S(5; 2, 2, 2, 2, 2) has been obtained by Heule [11]. Finally, the lower bounds on S(6; 2, 2, 2, 2, 2, 2) and
S(7; 2, 2, 2, 2, 2, 2, 2) were obtained by Fredricksen and Sweet [8] by considering symmetric 2-sum-free
partitions.

1.2 Generalized Schur numbers

In 1933, Rado [12] gave the following generalization: given two positive integers r and k such that r ≥ 2,
k ≥ 2, there exists a greatest positive integer, M = S(r; k, k, . . . , k), where the number of k’s equals r,
and the k’s are due to the k sums in the equation Ek : x1 + x2 + . . .+ xk = xk+1, such that the integer
interval [1,M − 1] can be partitioned into r sets which are k-sum-free.

In 1966, Znám [16] established a lower bound on the numbers S(r; k, k, . . . , k):

S(r; k, k, . . . , k) ≥ k − 1
k

((k + 1)n − 1) + 1.

In 1982, Beutelspacher and Brestovansky [6] proved that S(2; k, k) = k2 + k − 1 for all k ≥ 2.
In 2010 [14], the last author obtained the exact value of S(3; 3, 3, 3) = 43. Independently, Ahmed and

Schaal [4] in 2016 gave the values of S(3; k, k, k) for k = 3, 4, 5. In 2019, Boza et al. [7] determined the
exact formula of S(3; k, k, k) = k3 + 2k2 − 2 for all k ≥ 3, finding an upper bound that coincides with
the lower bound given by Znám [16].

The following extension of the generalized Schur numbers was defined by Robertson and Schaal in
[13]. Let r ≥ 2 and ki ≥ 2 for i = 1, . . . , r, the r-color off-diagonal generalized Schur number, denoted
by S(r; k1, k2, . . . , kr), is defined as the least integer M such that any r-coloring of the integer interval
[1,M ] must admit a j-colored solution to equation Ekj

: x1 + x2 + . . .+ xkj
= xkj+1 for some j with

1 ≤ j ≤ r. These numbers are given their name because of their similarity to the classical off-diagonal
Ramsey numbers. Robertson and Schaal [13] determined all values of the 2-color off-diagonal generalized
Schur numbers, S(2; k1, k2) with ki ≥ 2 for i = 1, 2.

2 Main results

We have determined the exact values of S(3; 2, 2, k), with k ≥ 2 in the following result:

Theorem 1. [3] For all k ≥ 2, we have

S(3; 2, 2, k) =
{

9k − 4 if k /∈ 1 + 5N
9k − 5 if k ∈ 1 + 5N

In addition, we have found a general lower bound of the 3-color off-diagonal generalized Schur numbers
S(3; 2, k1, k2) with k2 ≥ k1 ≥ 3 in the following result:

Theorem 2. [1] A lower bound of S(3; 2, k1, k2), with k2 ≥ k1 ≥ 3, is:

• When k2 is odd:

1. If 3 ≤ k1 ≤
⌊
k2 + 7

5

⌋
then S(3; 2, k1, k2) ≥ 3k1k2 + k2 − 2k1 + 2.

2. If either
⌈
k2 + 8

5

⌉
≤ k1 ≤ k2 − 2 or k1 = k2 then S(3; 2, k1, k2) ≥ 3k1k2 + 3k1 − 5.

3. If k2 = 5 and k1 = 4 then S(3; 2, k1, k2) ≥ 70.
4. If 6 ≤ k1 = k2 − 1 then S(3; 2, k1, k2) ≥ 3k2

2 − 3k2 − 3.

• When k2 is even:
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1. If 3 ≤ k1 ≤
⌊
k2
4

⌋
+ 1 then S(3; 2, k1, k2) ≥ 3k1k2 + k2 − k1 + 1.

2. If k1 is odd and
⌊
k2
4

⌋
+ 2 ≤ k1 ≤ k2 − 3 then S(3; 2, k1, k2) ≥ 3k1k2 + 3k1 − 4.

3. If k1 is even and
⌊
k2
4

⌋
+ 2 ≤ k1 ≤ k2 − 4 then S(3; 2, k1, k2) ≥ 3k1k2 + 3k1 − 5.

4. If k1 = k2 − 2 ≥ 4 then S(3; 2, k1, k2) ≥ 3k2
2 − 3k2 − 10.

5. If k1 = k2 − 1 ≥ 3 then S(3; 2, k1, k2) ≥ 3k2
2 − 1.

6. If k1 = k2 ≥ 4 then S(3; 2, k1, k2) ≥ 3k2
2 + 3k2 − 2.

The values of 3-color off-diagonal generalized Schur numbers S(3; 2, 3, k) with 3 ≤ k ≤ 6 were
determined by the first author and Schaal in [4].

Finally, we have determined the exact values of S(3; 2, 3, k) with k ≥ 7.

Theorem 3. [2] Let k ≥ 8 even, we have S(3; 2, 3, k) = 10k − 2.

Theorem 4. [2] S(3; 2, 3, 7) = 67 and if k ≥ 9 odd then S(3; 2, 3, k) = 10k − 4.

3 An idea of the methods involved in reaching these results

3.1 Sketch of the Theorem 1 proof

Firstly, we will show the lower bound of S(3; 2, 2, k) with k ≥ 2.
We shall denote Ip[n,m] = [n,m] ∩ (p+ 5N) for p ∈ {0, 1, 2, 3, 4}.

Lemma 5. If k ∈ 5N then S(3; 2, 2, k) ≥ 9k − 4.

Proof. Let A1 = I2[2, 3k−3]∪I3[3, 9k−7]∪I4[6k−1, 9k−6] A2 = I1[1, 4k−4]∪I4[4, k−1]∪I0[5k, 9k−
5] ∪ I2[8k − 3, 9k − 8] A3 = I0[5, 5k − 5] ∪ I4[k + 4, 6k − 6] ∪ I2[3k + 2, 8k − 8] ∪ I1[4k + 1, 9k − 9]
We consider a 3-coloring of [1, 9k − 5]:

∆ : [1, 9k − 5] −→ {d1, d2, d3},

where d1, d2, d3 represent 3 different colors. Let ∆(Ai) = di for i = 1, 2, 3 such that

[1, 9k − 5] = A1 ⊔A2 ⊔A3.

We will prove that A1 and A2 have no monochromatic solutions to the equation E2 of colors d1 or d2,
and A3 has no monochromatic solutions to the equation Ek of color d3.

Similarly, we will show the following results:

Lemma 6. If k ∈ 1 + 5N then S(3; 2, 2, k) ≥ 9k − 5.

Lemma 7. If k ∈ 2 + 5N then S(3; 2, 2, k) ≥ 9k − 4.

Lemma 8. If k ∈ 3 + 5N then S(3; 2, 2, k) ≥ 9k − 4.

Finally, we will make use of computer assisted to proof the upper bound of S(3; 2, 2, k) with k ≥ 2.
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3.2 Sketch of the Theorem 2 proof

We will show a lower bound of S(3; 2, k1, k2) with 3 ≤ k1 ≤ k2. So far only the values k2 ≤ 6 were
determined by Ahmed and Schaal [4].
We shall denote Jp[n,m] = [n,m] ∩ (p+ 2N) with p ∈ {0, 1}.

Lemma 9. If k2 ∈ 1 + 2N then S(3; 2, k1, k2) ≥ 3k1k2 + k2 − 2k1 + 2.

Proof.

• If k1 ∈ 1 + 2N, let

A1= J1[1, k2 − 2] ∪ J0[2k2, 4k2 − 1] ∪ J1[3k1k2 − 2k1, 3k1k2 + k2 − 2k1 + 1].
A2= J1[3k2 − 2, 4k2 − 1] ∪ [4k2, 3k1k2 − 2k1 − 1] ∪ J0[3k1k2 − 2k1, 3k1k2 + k2 − 2k1 + 1].
A3= J0[1, k2 − 1] ∪ [k2, 2k2 − 1] ∪ J1[2k2, 3k2 − 3].

• If k1 ∈ 2N, let

A1= J1[1, k2 − 2] ∪ J0[2k2, 4k2 − 1] ∪ J0[3k1k2 − 2k1, 3k1k2 + k2 − 2k1 + 1].
A2= J1[3k2 − 2, 4k2 − 1] ∪ [4k2, 3k1k2 − 2k1 − 1] ∪ J1[3k1k2 − 2k1, 3k1k2 + k2 − 2k1 + 1].
A3= J0[1, k2 − 1] ∪ [k2, 2k2 − 1] ∪ J1[2k2, 3k2 − 3].

We consider a 3-coloring of [1, 3k1k2 + k2 − 2k1 + 1]:

∆ : [1, 3k1k2 + k2 − 2k1 + 1] −→ {d1, d2, d3},
where d1, d2, d3 represent 3 different colors and ∆(Ai) = di for i = 1, 2, 3 such that

[1, 3k1k2 + k2 − 2k1 + 1] = A1 ⊔A2 ⊔A3.

We will prove that A1 has no monochromatic solutions to the equation E2 of color d1, A2 has no
monochromatic solutions to the equation Ek1 of color d2 and A3 has no monochromatic solutions to the
equation Ek2 of color d3.

Similarly, we will show the following results:

Lemma 10. If k2 ∈ 2N then S(3; 2, k1, k2) ≥ 3k1k2 + k2 − k1 + 1.

Lemma 11. If k1 ∈ 2N or k2 ∈ 1 + 2N then S(3; 2, k1, k2) ≥ 3k1k2 + 3k1 − 5.

Lemma 12. If k1 ∈ 1 + 2N and k2 ∈ 2N then S(3; 2, k1, k2) ≥ 3k1k2 + 3k1 − 4.

3.3 Sketch of the Theorem 3 proof and Theorem 4 proof

We will make use of computer assisted to proof the upper bound of of S(3; 2, 3, k) with k ≥ 7.
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[16] Š. Znám. “Generalisation of a number-theoretical result”. In: Mat.-Fyz. Časopis. Sloven. Akad.
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Abstract

The degree/diameter problem for graphs consists in finding the largest order of a graph
with prescribed degree and diameter, the Moore bound is the upper bound of this order for
any pair of fixed values (diameter and degree). If there exists a graph whose order coincides
with this bound we call it a Moore graph.
A bipartite graph G = (V,E) with V = V1 ∪ V2 is biregular if all the vertices of a stable set
Vi have the same degree ri for i = 1, 2. In this work, we study the diameter/degree problem
in this context, introduced in 1983 by Yebra, Fiol, and Fàbrega.
The authors of that paper give a Moore bound for bipartite biregular graphs, called the
Moore-like bound. In this work, we proved that for some cases of odd diameter it is impossible
to attain this bound and we give a new bound for these specific cases, we said that we
improve the Moore-like bound. We also propose some constructions of large bipartite
biregular graphs, some of them attaining our new Moore-like bound.

1 Introduction

The degree/diameter problem for graphs consists in finding the largest order of a graph with prescribed
degree and diameter, the Moore bound is the upper bound of this order for any pair of fixed values
(diameter and degree). If there exists a graph whose order coincides with this bound we call it a Moore
graph.
There exist a lot of work related to this topic (see the survey by Miller and Širáň [7]). In this work, we
study the problem, proposed by Yebra, Fiol, and Fàbrega [8] in 1983, consisting in finding biregular
bipartite Moore graphs.

A bipartite graph G = (V,E) with V = V1 ∪ V2 is biregular if, for i = 1, 2, all the vertices of a stable
set Vi have the same degree. We denote [r, s; d]-bigraph a bipartite biregular graph of degrees r and
s, for r ≥ s and diameter d; and by [r, s; d]-bimoore graph the bipartite biregular graph of diameter d
that attains the Moore-like bound given in [8], and denoted as M(r, s; d) (1). In this work, we improve
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program under the Marie Sk lodowska-Curie grant agreement No 734922, AGAUR from the Catalan Government under
project 2017SGR1087 and by MICINN from the Spanish Government under project PGC2018-095471-B-I00 and MICINN
from the Spanish Government under project MTM2017-83271-R.

3miguel.angel.fiol@upc.edu, Research of A. R. supported by AGAUR from the Catalan Government under project
2017SGR1087 and by MICINN from the Spanish Government under project PGC2018-095471-B-I00.

4nacho.lopez@udl.cat, Research of A. R. supported by MICINN from the Spanish Government under project MTM2017-
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that bound, and consequently, the graphs that attain this improved Moore-like bound and also called
bimoore graphs.
Notice that constructing these graphs is equivalent to finding block designs, where one partite set
corresponds to the points of the block design, and the other set corresponds to the blocks of the
design. Moreover, each point is in a fixed number s of blocks, and the size of each block is equal
to r. The incidence graph of this block design is an [r, s; d]-biregular bipartite graph of diameter d.
The degree/diameter problem is strongly related to the degree/girth problem (also known as the cage
problem) that consists in finding the smallest order of a graph with prescribed degree and girth (see the
survey by Exoo and Jajcay [4]). Notice that when the girth of the graph is odd g = 2d+ 1, the lower
bound of this value coincides with the Moore bound for graphs (the largest order of a regular graph
with a given diameter d). Furthermore, when we restrict our problem to bipartite graphs, for graphs of
even girth g = 2d, the lower bound for the cage problem coincides with the Moore bound for bipartite
graphs of diameter d.

In the bipartite biregular problem, we have the same situation. In 2019, Filipovski, Ramos-Rivera
and Jajcay [6] introduced the concept of bipartite biregular Moore cages and presented lower bounds on
the orders of bipartite biregular (m,n; g)-graphs. The bounds when g = 2d and d even also coincide
with the bounds given by Yebra, Fiol, and Fàbrega in [8]. It is important to note that when we have an
odd diameter d and girth g = 2d the lower bound for cages is different than the upper bound for Moore
graphs and the techniques to calculate them are different.

Before starting and enlisting our results on this extended abstract, we would like to emphasize
that we approach the problem using different techniques: results on finite geometries and generalized
quadrangles, results on spectral graph theory, and we obtain values thanks to computational calculations.
The values of the Moore-like bound for a biregular bipartite [r, s; d]-graph„ given in [8], are the following:

M(r, s; d) =





(r + s) [(r−1)(s−1)]m−1
(r−1)(s−1)−1 , if d = 2m is even;

⌊
1+s(r−1) [(r−1)(s−1)]m−1

(r−1)(s−1)−1
ρ

⌋
(ρ+ σ), if d = 2m+ 1 is odd.

(1)

Where ρ = r
gcd{r,s} and σ = s

gcd{r,s} .
Recall that if G = (V,E) is an r-regular graph of diameter d, then its defect is δ = δ(G) = M(r; d)−|V |,

where M(r; d) stands for the corresponding Moore bound. Thus, in this work, the defect of a [r, s; d]-
bigraph G = (V1 ∪ V2, E) is defined as δ = M(r, s; d) − |V1 ∪ V2|.

2 Our contributions

In this section, we give our main results, four tables with the best current values for every case. The
attainable known values are in boldface, the asterisks correspond to the graphs obtained according to
Proposition 6, the diamonds correspond to unique graphs, the values between parenthesis correspond
to the old (unattainable) bound (1) and the symbol ‘•’ indicates the orders of the graphs according to
Theorem 3.

2.1 The case of diameter 3

In Figure 1 we show two bimoore graphs with diameter three attaining the Moore bound (1), which were
given in [8] for s = 3 and r = {4, 5}, and the unique [6, 3; 3]-bimoore graph with 21 vertices. Notice
that the Moore bound given in [8] M(6, 3; 3) = 24. In the in the following proposition we improve this
upper bound for some specific values of r and s.
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(a) (b) (c)

Figure 1: (a) The only [4,3;3]-bimoore graph on 14 vertices; (b) One of the two [5,3;3]-bimoore graph on
16 vertices; (c) The only [6,3;3]-bimoore graph on 21 vertices.

r \ s 2 3 4 5 6 7 8 9 10 11
2 6
3 5 14
4 9 14∗⋄ 26
5 7 16* 27 42

6 12
(24)
21⋄

(35)
30 44 62

7 9 20* 33 48 65 86
8 15 22* 42 52 70 90 114
9 11 32 39 56 80 96 119 146

10 18 26* 49
(69)
66

(88)
80 102 126 152 182

11 13 28* 45 64 85 108 133 160 189 222

Table 1: Best Moore bounds for diameter d = 3.

Proposition 1. If ρ = r
gcd{r,s} divides s − 1, then there is no [r, s; 3]-graph with order attaining the

Moore-like bound in (1). Instead, the new improved Moore bound is

M∗(r, s; 3) = (1 + s(r − 1) − ρ)
(

1 + σ

ρ

)
, (2)

Where ρ = r
gcd{r,s} and σ = s

gcd{r,s} .

As a consequence of this result, there is no exists a [6, 3; 3]-bipartite biregular graph with order 24,
the new bound is 21 and the graph depicted in Figure 1 (c) is a [6, 3; 3]-bimoore graph. In the sequel,
we will show how to construct it.

2.2 Relation between bipartite biregular Moore graphs and generalized polygons

The connection between Moore graphs and generalized polygons was extensively studied (see, for
instance, Bamberg, Bishnoi, and Royle [3]). In 1964, Feit and Higman proved that finite generalized
n-gons exist only for n = {3, 4, 6, 8}. When n = 3, we have the projective planes; when n = 4, we
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r \ s 2 3 4 5 6 7 8 9 10
2 8•
3 15∗⋄ 30
4 24∗⋄ 49 80
5 35∗ 72• 117 170
6 48∗ 99 160 231 312

7 63∗ 130 209 300 403
(518)
516

8 80∗ 165 264 377 504 645 800
9 99∗ 204 325 462 615 784 969 1170
10 120∗ 247 292• 555 736 935 1152 1387 1640

Table 2: Moore bounds for diameter d = 4.

r \ s 2 3 4 5 6 7 8 9 10
2 10
3 15⋄ 62

4 36
(112)
105 242

5 56 168 369 682

6 80
(249)
246

(535)
530 957 1562

7 108 330 715
(1284)
1272 2067 3110

8 140 429 924
(1651)
1638 2646 3945 5602

9 176 544
(1157)
1144 2044 3280 4880 6885 9362

10 216 663 1407
(2499)
2496

(3976)
3968 5882 8289 11229 14762

Table 3: Best Moore bounds for diameter d = 5.

have the generalized quadrangles, which are known to exist for parameter pairs (q, q), (q, q2), (q2, q),
(q2, q3), (q3, q2), (q−1, q+1), (q+1, q−1); when n = 6, we have the generalized hexagons with parameters
(q, q), (q, q3), (q3, q), in both cases for q prime power; and, finally, for n = 8, we have the generalized
octagons, which are only known to exist for the pairs (q, q2), (q2, q), where q is an odd power of 2. In [2]
the authors proved that:

Theorem 2. [2] Whenever a generalized quadrangle, hexagon, or octagon G of order (s, t) exists, its
point-line incidence graph is an (s+ 1, t+ 1; 8)-, (s+ 1, t+ 1; 12)- or (s+ 1, t+ 1; 16)-cage, respectively.
Hence, there exist infinite families of bipartite biregular (n+1, n2 +1; 8)-, (n2 +1, n3 +1; 8)-, (n, n+2; 8)-,
(n+ 1, n3 + 1; 12)- and (n+ 1, n2 + 1; 16)-cages.

Taking into account the relationship between bipartite biregular cages of girth g = 2d and bipartite
biregular Moore graphs for diameter even d given in the introduction, we conclude the following result.

Theorem 3. There exists infinite families of bipartite biregular [r2 + 1, r + 1; 4]-, [r3 + 1, r2 + 1; 4]-,
[r + 2, r; 4]-, [r3 + 1, r + 1; 6]- and [r2 + 1, r + 1; 8]-bimoore graphs.

In [1], we have two constructions that apply results about extremal graphs and generalized quadrangles
to obtain bimoore graphs. One of them provides graphs with degrees r and 2 and diameter d = 2m of
order M(r, 2; d) = r+2

r−2 [(r − 1)m − 1] (see [1]), and the other is as follows:
Let G be a bipartite biregular graph with stable sets V1 and V2. Given i ∈ {1, 2}, the semi-double(-Vi)
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r \ s 2 3 4 5 6 7 8 9 10
2 12•
3 35* 126
4 78* 301 728
5 147* 584 1431 2730
6 248* 999 2410 4631 7812

7 387 1570 3773 7212 12103
(18662)
18660

8 570* 2321 5556 10569 17654 27105 39216
9 803* 3276 7813• 14798 24615 37648 54281 74898
10 1092* 4459 10598 19995 33136 50507 72594 99883 132860

Table 4: Moore bounds for diameter d = 6.

graph G2Vi is obtained from G by doubling each vertex of Vi, so that each vertex u ∈ Vi gives rise to
another vertex u′ with the same neighborhood as u, G(u′) = G(u). Thus, assuming, without loss of
generality, that i = 1, the graph G2V1 is bipartite with stable sets V1 ∪ V ′1 and V2, and satisfies the
following result.

Theorem 4. Let G = (V1 ∪ V2, E) be a bipartite biregular graph on n = n1 + n2 = |V1| + |V2| vertices,
diameter D(≥ 2), and spectrum spG.

Then, its semi-double graph G2V1 , on N = 2n1 + n2 vertices, has the same diameter D, and spectrum

spG2V1 =
√

2 · spG ∪ {0n1}. (3)

As a consequence of Theorem 4 and the incidence graphs of the generalized polygons, the bipartite
Moore graphs of order M(r; d) for r − 1 and d = {3, 4, 6}, we introduce a family of [r, 2r; d]-graphs.

Theorem 5. The following are [2r, r; d]-bipartite biregular graphs for r ≥ 3, r − 1 a prime power, and
diameter d ∈ {3, 4, 6}.

(i) A [2r, r; 3]-bipartite biregular graph has order n = 3r2 − 3r + 3 with defect δ = 3
2(r − 1) for odd r,

and δ = 3r
2 − 3 for even r.

(ii) A [2r, r; 4]-bipartite biregular graph has order n = 3r3 − 6r2 + 10r with defect δ = 3r3 − 3r2 − 2r.

(iii) A [2r, r; 6]-bipartite biregular graph has order n = 2r5 − 8r4 + 14r3 − 12r2 + 6r with defect
δ = 10r5 − 28r4 + 31r3 − 15r2 − 3r.

Notice that applying Theorem 5(i) to the Heawood graph (the incidence graph of the Fano plane),
we obtain the [6, 3; 3]-bimoore graph of order 21 depicted in Figure 1(c).

In [1] we give a general construction for s = 3 and d = 3 that give us the following result.

Theorem 6. For any integer r ≥ 6 such that 3 ∤ r, there exists a bipartite graph G on 2r + 6 vertices
(the Moore bound for the case of degrees (r, 3) and diameter 3) with degrees 3, r, r ± 1 and diameter
d = 3. Moreover, when r ≡ 2 mod 3, there exists a Moore bipartite biregular graph with degrees (r, 3)
and diameter 3.

Finally, it is worthy to say that we obtain some values with computational analysis. In particular for
s = 3 and d = 3, we obtain results giving us the number of graphs for any r.
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Abstract

We propose a new formula for computing discrete geometric moments on 2D binary
images, based on inclusion-exclusion. If applied to images characterized by a prevalence of
horizontal and vertical lines, it reduces the number of pixels where calculations are to be
performed.

1 Background Notions

We consider an object (a set of black pixels) in a raster of N ×M pixels, with other pixels being white.

1.1 Discrete Geometric (Cartesian) Moments

The geometric moment of a digital object O is

mp,q(O) =
∑

(i,j)∈O

ipjq. (1)

When the digital object is a rectangle R composed of pixels centered at points in [1, J ] × [1, L] ∩ N2,
with J, L integers,

mp,q(R(J, L)) =
J∑

i=1
ip

L∑

j=1
jq = Sp(J) · Sq(L). (2)

where Sp and Sq denote the sum of exponentials, defined as Sk(n) =
n∑

h=1
hk.

1.2 Discrete Green’s Theorem

The discrete version of Green’s theorem, in the formulation proposed by Tang [11], states that
∑

(i,j)∈O

f(i, j) =
∑

(i,j)∈C(O)
(Fx(i, j)DY (i, j) + f(i, j)CY (i, j)) , (3)

where C(O) is the set of contour pixels of O (i.e., the pixels of O that are edge-adjacent to at least one

white pixel), Fx(i, j) =
i∑

n=0
f(n, j), DY (i, j) = 1 or −1 if (i, j) is the first or the last pixel of a run (a

maximal set of contiguous black pixels in one row) with length > 1, otherwise it is 0; CY (i, j) = 1 if
(i, j) is the first pixel of a run, otherwise it is 0 (see Figure 1).

1Email: comic@uns.ac.rs. Research of L. Č. supported by the Ministry of Education, Science and Technological
Development of the Republic of Serbia through the project no. 451-03-68/2020-14/200156.

2Email: magillo@dibris.unige.it
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Cy=1,Dy=0

Cy=1,Dy=−1 Cy=0,Dy=1Cy=Dy=0

O+O−

Figure 1: Left: the values of CY and DY for a run consisting of more pixels (top) or of just one pixel
(bottom); only pixels starting or ending a run give a non-zero contribution to the moments. Right:
black pixels belonging to ∂O+ and white pixels belonging to ∂O− in the same configuration.

An equivalent formulation of the discrete version of the Green’s theorem, proposed by Philips [5],
states that ∑

(i,j)∈O

∇xf(i, j) =
∑

(i,j)∈∂O+

f(i, j) −
∑

(i,j)∈∂O−
f(i, j), (4)

where ∇xf(i, j) = f(i, j) − f(i − 1, j) and ∂O+ is the set of black pixels with white right neighbor,
while ∂O− is the set of white pixels with black right neighbor (see Figure 1).

2 Related Work

The relevant algorithms [3] either decompose the object into non-overlapping simple shapes (rectangles),
or they use some form of the discrete Green’s theorem.

2.1 Decomposition-Based Algorithms

Algorithms in this class are either designed for an image encoded in a specific data structure (quadtree
[6] or run-length [8, 9, 13]) or they compute a decomposition in a pre-processing step [7, 10].

The δ-method proposed by Zakaria et al. [13] computes low-order moments of horizontally convex
objects (i.e., with at most one run in each row). Li [4] generalized this algorithm to non-convex objects
[2]. Spiliotis and Mertzios [8, 9] proposed another extension of [13], which first decomposes an object
into disjoint rectangular blocks by merging consecutive runs of equal spread and then computes the
discrete moments of arbitrary order on the rectangles. Sossa et al. [7] decompose the object into
non-overlapping squares using morphological erosion. Their algorithm works also for objects with holes.
Suk and Flusser [10] use distance transform to obtain the decomposition into squares.

The pre-processing stage, necessary to decompose the object, is expensive. Decomposition methods
are convenient only if the object is compact (if it can be partitioned into a small number of squares)
and a large number of moments is to be computed [10].

2.2 Boundary-Based Algorithms

Tang [11], Philips [5] and Yang and Albregtsen [12] proposed to use the discrete Green’s theorem
to compute low-order moments. In both Formulas (3) and (4), the only pixels giving a non-zero
contribution to the sum are those lying on the contour of the object O, i.e, the pixels of O that are
edge-adjacent to at least one white pixel.

The algorithm by Tang works on the cyclic sequence (i0, j0), . . . (il, jl) of the contour pixels, which is
given as a contour chain code. The used formula comes from (3) by taking f(i, j) = ipjq. This gives

Fx(in, jn) =
in∑

h=0
f(h, jn) =

in∑

h=0
hpjq

n = jq
nSp(in),
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−1−1+1 +1 +2 −2 −1 −1+1+1

Figure 2: Various configurations defining the corner vertices. The shown coefficient is associated with
the lower left pixel of the configuration.

and
mp,q(O) = ∑

(i,j)∈O
f(i, j) = ∑

(i,j)∈O
ipjq

=
l−1∑
n=0

(Fx(in, jn)DY (in, jn) + f(in, jn)CY (in, jn))

=
l−1∑
n=0

(Fx(in, jn)DY (in, jn) + ipnj
q
nCY (in, jn)).

(5)

The algorithm by Philips [5] works on the runs, and applies the alternative formulation (4) of the
discrete Green’s theorem. The algorithm classifies the pixels during a raster scan. For the moment
computation, Formula (4) is considered with f(i, j) = g(i)jq, where g(i) is such that ∇xg(i) = ip. The
moments are computed as

mp,q(O) = ∑
(i,j)∈∂O+

Sp(i)jq − ∑
(i,j)∈∂O−

Sp(i)jq, (6)

where ∂O+ is the set of end pixels of the runs, and the immediate right neighbors of white pixels in
∂O− are start pixels of the runs (see Figure 1).

The algorithm by Yang and Albregtsen [12] considers the boundary of O (consisting of the edges
between black and white pixels) instead of the contour of O (consisting of pixels). For horizontal edges,
the term containing CY [11] vanishes. For vertical edges, DY = ±1 if the incident black pixel is the end
pixel or the start pixel of a run, respectively. The final obtained formula is the same as that by Philips,
but in [12] it is embedded within a contour following algorithm.

3 Our Formula

We suppose that the object O is in the first quadrant, and contained in a rectangle of size N × M .
That is, O is a set of (black) pixels with integer coordinates (i, j) with 1 ≤ i ≤ N and 1 ≤ j ≤ M . We
pose no restrictions on the configuration of black pixels, so the object does not need to be (simply)
connected, or convex.

The coordinates of the four vertices of the pixel (i, j) are (i± 1
2 , j ± 1

2). We consider the boundary
∂O as a set of line segments at inter-pixel level. We define the corner vertices of O as those vertices v
such that the four incident pixels of v are not all white or all black, and are not two edge-adjacent white
pixels and two edge-adjacent black pixels. The configurations of corner vertices are shown in Figure 2.

We decompose the image into overlapping axis-aligned rectangles. Each rectangle is defined by the
vertex (1

2 ,
1
2) and by one corner vertex (J + 1

2 , L+ 1
2) of O. According to Formula (2), the moment of

the rectangle associated with the corner vertex (J + 1
2 , L+ 1

2) is equal to Sp(J) · Sq(L).
The moments of O are then computed from rectangle moments through a simple inclusion-exclusion

principle. We sum the moments of rectangles for each corner vertex in the boundary of O with the
appropriate coefficient, shown in Figure 2. Our formula for moment computation can be summarized as:

mp,q(O) =
∑

(x,y)∈∂O

V (x, y) · Sp(x− 1
2) · Sq(y − 1

2) (7)

where V (x, y), called corner code, is non-zero for corners only, and its values are shown in Figure 2.
Note that (x− 1

2 , y − 1
2) are the coordinates of the pixel having (x, y) as its upper right corner.
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Figure 3: Inductive step of the proof. The contribution of each vertex v1, v2, v3, v4 to the moment of O,
of P , and of O′ = O \ P , in all possible configurations.

The proof of correctness of Formula 7 is by induction on the number k of pixels in O. In the inductive
step, the contributions of the four vertices of the topmost leftmost pixel in O to the moments of O, of P ,
and of O′ = O \P are evaluated, as illustrated in Figure 3. The contribution of the vertex vl to mR

p,q(O)
(first numeric column) is always equal to its contribution to mR

p,q(O′) +mR
p,q(P ) (sum of the last two

columns). Therefore mR
p,q(O′) +mR

p,q(P ) = mR
p,q(O) and thus (by induction) mR

p,q(O) = mp,q(O).

4 Results and conclusions

We have proposed a simple inclusion-exclusion based formula for the computation of discrete geometric
moments of 2D binary images. As opposed to many other decomposition-based formulas, ours is the
only one based on the decomposition into overlapping rectangles. Our formula is especially suitable
for images with boundary composed mainly of horizontal and vertical lines, and therefore having few
corners. Objects with such characteristics are common products of computer art. As a test set, we
consider 56 icons from https://www.flaticon.com/free-icons/ (see Figure 4), and their rotated
versions, obtained by exchanging rows and columns. On such 112 test inputs, we computed moments
mp,q with p+ q ≤ 3 by using our proposed Formula (7), Formula (5) used by Tang and Formula (6)
used by Philips. Since Formula (5) showed to be less efficient than (6), here we restrict the comparison
to Formulas (7) and (6).
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1

Figure 4: Test inputs for the experiments. Each icon was used twice, the second time with a rotation of
90 degrees. Icons are sorted from the best to the worst performance of our formula on them.
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Figure 5: Comparison of Formula (6) by Philips versus our Formula (7). Left: the number of operations
(additions and multiplications) in the computation of a single moment. Right: the number of pixels
contributing to the computation of moments. The horizontal axis is our formula, the vertical one is
Formula (6). Each dot is a tested image.

Figure 5 compares the number of pixels contributing to the moment computation (i.e., those with a
non-zero coefficient), and the number of performed multiplications and additions, with Formulas (7)
and (6). Most dots (precisely, 88 over 112) are above the bisecting line of the first quadrant, meaning
that, on the corresponding test inputs, our formula performs better. The icons in Figure 4 are sorted
from the one giving the best performance to the one giving the worst performance. This last icon and
its rotated version are the two dots at the extreme right side of the plots in Figure 5.

We plan to extend this work to the computation of exact continuous geometric moments in 2D, as
well as to images in arbitrary dimensions.
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Abstract

Let T = (VT , ET ) be a tree with n =| VT |≥ 3 vertices. A subset S ⊆ VT is called
dominating set if VT − NT [S] = ∅, where NT [S] denotes the closed neighborhood of the
subset S. The minimum cardinality of a dominating set is the domination number and it is
denoted by γ(T ). We say W ⊆ VT is an {K2}−isolating set in T if the graph induced by
VT − NT [W ] contains no edges. The minimum cardinality of a {K2}−isolating set is the
isolation number of T and it is denoted by ι(T ). In this paper we give different equivalent
characterizations of trees such that γ(T ) = ι(T ). Moreover, we focus our attention on trees
that verify ι(T ) = n

3 . We show they form a subfamily of those for which γ(T ) = ι(T ) holds.

1 Introduction

In [2], the authors introduce the definition of an F−isolation set of a graph G for an arbitrary family of
graphs F . This notion gives a generalization of the classical domination problem. Indeed, {K1}−isolating
sets coincide with the usual dominating sets. This concept widely appears in designing communication
networks. Describing the network by a graph, a dominating set D is such that all vertices outside have a
neighbour inside. That is, if we delete the closed neighbourhood of D we get the graph with no vertices.
Now, if we consider a {K2}−isolating set W of G and delete the closed neighbourhood of W we obtain
the graph with no edges.

In this work, we focus on F−isolation numbers when F = {Ki} with i = 1, 2 . Following [2, 1], the
minimum cardinality of a {K2}−isolating set of G it is denoted by ι(G) and is said the isolation number
of G. The domination number as usual is denoted by γ(G).

In general, the difference between ι(G) and γ(G) can be arbitrarily large. In this paper, we focus on
graphs for which both parameters are identical. When studying the equality between two parameters,
very often the equality both in the graph and in all its induced subgraphs is considered. Graphs for
which the two parameters a and b are equal both in the graph G itself and in all its induced subgraphs
are called ab-perfect graphs. In [6] the authors gives algorithm test to decide whether a graph is a
quasi-threshold graph and in [5] these graphs are identify with certain ab-perfect graphs. In our work,
we begin showing that the γι-perfect graphs coincide with the quasi-threshold graphs.

The main contribution of this work is the study of trees for which the two parameters coincide, that is
ι(T ) = γ(T ). In [1] the authors prove that if G is a connected graph on n ≥ 3 vertices and different from
the cycle C5 then ι(G) ≤ n

3 and this bound is sharp. This result motivates the study of the extremal
trees such as ι(T ) = n/3. We prove that trees such as ι(T ) = n/3 form a subfamily of those for which
γ(T ) = ι(T ). We also give some equivalent characterizations of all these trees. The full version of this
work can be found in [4].
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2 Preliminaires

Let G = (VG, EG) be a simple, undirected, finite graph with vertex set V = VG of order n =| V | and
edge set E = EG. The open neighbourhood of a vertex v ∈ VG, denoted NG(v), is the set of neighbours
of v; thus, NG(v) = {u ∈ VG, uv ∈ EG}. The closed neighborhood of v is the set NG[v] = NG(v) ∪ {v}.
The degree of a vertex v ∈ VG, denoted by dG(v), is the number of neighbours of v, so dG(v) = |NG(v)|.

A leaf in a graph G is a vertex of degree 1 in G and a support vertex is a vertex adjacent to a leaf. A
strong support vertex is adjacent to at least two leaves. The set of leaves of G is denoted by Ω(G) and
the set of all support vertices of G is denoted by Supp(G).

The subgraph of G induced by S ⊆ VG is denoted by G[S] and the subgraph obtained from G by
deleting all vertices in S and all edges incident with vertices in S is denoted by G− S.

We say that a set X ⊆ VG is a 2-packing if dG(u, v) > 2 for any two vertices u, v ∈ X.
For a subset X of VG, NG[X] denotes ∪v∈XNG[v] the closed neighborhood of X.
A subset S ⊆ VG is called dominating in G if NG[S] = VG. The minimum cardinality of a dominating

set of G is the domination number and is denoted by γ(G). A dominating set of cardinality γ(G) is
called a minimum dominating set or γ(G)-set.

For short, and if there is no ambiguity, we will omit G in the notation for parameters.
In [1], A. Hansberg and Y. Caro introduce the following concept

Definition 1. Let G a simple graph and F a family of graphs. A set of vertices S ⊆ V is said to be a
F -isolating set of G if the graph induced by the set V −NG[S] contains no member of F as a subgraph.

In particular, when F = {K2} they use isolating set of G instead {K2}−isolating set.
The minimum cardinality of a {K2}−isolating set in G is the isolation number of G and it is denoted

by ι(G). An isolating set of cardinality ι(G) is called a minimum isolating set or ι(G)-set.
Note that {K1}−isolating sets coincide with the usual dominating sets.

Remark 2. In general, the domination number is bigger or equal than the isolation number. Moreover,
the difference between ι(G) and γ(G) can be arbitrarily large. For example,

1. Take the star K1,r, with r ≥ 2 leaves. We have ι(K1,r) = γ(K1,r) = 1 .

2. If we consider G the subdivided star, that is if every edge in the star K1,r was subdivided once,
then γ(G) = r and ι(G) = 1 .

3. If Pn is a path with n ≥ 3 vertices then ι(Pn) = ⌈n−1
4 ⌉ and γ(Pn) = ⌈n

3 ⌉.

Now, we focus on γι-perfect graphs that is graphs G for which the two parameters ι(G) and γ(G) are
equal both in the graph G itself and in all its induced subgraphs. First, we see the following observation
that we will use before.

Remark 3. In [6], quasi-threshold graphs are studied and several characterization of them are given.
The author proved that quasi-threshold graphs are equivalent to P4 and C4-free graphs. That means,
G is quasi-threshold graph if and if G does not contain neither P4 nor C4 as an induced subgraph. In
particular, the class of quasi-threshold graphs is recursively defined as follows:

1. K1 is a quasi-threshold graph;

2. from a quasi-threshold graph H we get another quasi-threshold graph G by adding an universal
vertex v, that means VG = NG[v];

3. disjoint union of quasi-threshold graphs.

It follows that if G is quasi-threshold graph then ι(G) = γ(G) = 1 . In fact, in general, if a graph G
has an universal vertex, then ι(G) = γ(G) = 1 .
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Recall that perfect graphs coincide with ωχ-perfect graphs where ω denotes the clique number and
χ the chromatic number. Quasi-threshold graphs are also known as trivially perfect graphs. In [5],
the author proved that quasi-threshold graphs are the ωλ-perfect graphs and also coincide with the
λχ-perfect graphs where by λ we denote the pseudo-Grundy number.

The following result gives another characterization:

Theorem 4. Let G be a connected graph. Then, G is a quasi-threshold if and only if G is γι-perfect
graph.

Proof. If G is a quasi-threshold graph then it is γι-perfect because quasi-threshold graphs have an
universal vertex, what gives l = γ = 1 .

By [6], G is a quasi-threshold graph if and only if P4 and C4-free graph. Using that γ(P4) = γ(C4) = 2
and l(P4) = l(C4) = 1 we infer that γι-perfect graphs do not contain neither P4 nor C4 as an induced
subgraph. We conclude that if G is a γι-perfect graph then G is a quasi-threshold graph.

3 Main result

In this section, we continue the study of the parameters γ and ι. We focus on trees graphs.
First, we characterize trees T for wich the equality between the two parameters γ(T ) = ι(T ) holds.
We begin by considering T the family consist of trees T that can be obtained from a star by recursively

adding a new star as follows: Ti+1 can be obtained from a sequence T1, . . . , Ti (i ≥ 1) of trees such
that:

• T1 is a star K1,r (r ≥ 2) and,

• if i ≥ 1, the tree Ti+1 can be obtained from Ti by adding a star K1,r (r ≥ 2) and an edge xy,
where x is a vertex at a distance two from a leaf of Ti and y is an end vertex of a star K1,r.

The next theorem collects the equivalent characterizations of trees T with equality γ(T ) = ι(T ).

Theorem 5. Let T be a tree of order n ≥ 3 . The following are equivalent:

1. T ∈ T .

2. Supp(T ) is a γ(T )-set which forms a 2-packing of T.

3. |NT [x] ∩ Supp(T )| = 1 for every vertex x ∈ VT .

4. γ(T ) = ι(T ).

Proof. If T ∈ T then Supp(T ) forms a maximum 2-packing and it is the unique γ(T )-set not containing
leaves. Moreover, if P = (v0, v1, . . . , vm) is a longest path in T, we have dT (v2) = 2 and v3 is at a
distance 2 from a leaf. Thus, T ′ = T −NT [v1] is a tree and we can obtain T from T ′ by attaching the
star NT [v1] and the edge v2v3 . Therefore, T ′ ∈ T implies T ∈ T . From this we can get that 1 . ⇔ 2 .
and then 3 .

Now, we prove 4 . ⇔ 3 . Assume γ(T ) = ι(T ) = l and take D be a minimum dominating set of T.
Observe that if x ∈ Supp(T ) and there exists a vertex x′ ∈ NT (x) ∩ Supp(T ) then S1 = D − {x}
is an isolating set of T. If x /∈ Supp(T ) and there are s1 ̸= s2 two different support vertices such
that s1, s2 ∈ NT (x) then S2 = (D − {s1, s2}) ∪ {x} is an isolating set of T. In both cases we have
a contradiction with γ(T ) = ι(T ). Then we have ∀x ∈ Supp(T ), NT [x] ∩ Supp(T ) = {x} and ∀x /∈
Supp(T ), |NT [x] ∩ Supp(T )| ≤ 1 ..

Now, by induction on Supp we can prove that ∀x ∈ VT , |NT [x] ∩ Supp(T )| ≥ 1 . In fact, if D is a
minimum dominating set not containing leaves of T and P = (v0, . . . , vm) is a longest path of T then,
v2 /∈ Supp(T ) and dT (v2) = 2. Then we can consider the tree T ′ = T −NT [v1] and we conclude.
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Now, if assume that for every x ∈ VT is |NT [x] ∩ Supp(T )| = 1 then also we get by induction on
s = |Supp(T )| that Supp(T ) is a minimum isolating set of T and γ(T ) = ι(T ) = s. If s = 1, then T
is a star and γ(T ) = ι(T ) = 1 . Assume the result holds for trees with s′ < s support vertices. Let T
be a tree with s = |Supp(T )| > 1 support vertices. Take P = (v0, v1, . . . , vm) a longest path in T and
T ′ = (T−N [v1])∪{v2}. Then T ′ is a tree with Supp(T ′) = Supp(T )−{v1} and |N [x]∩Supp(T ′)| = 1 for
every vertex x ∈ VT ′ . By induction, Supp(T ′) is a minimum isolating set of T ′ and s−1 = γ(T ′) = ι(T ′).
We know Supp(T ′) is a γ(T ′)−set. Then Supp(T ) is a γ(T )−set. Now, let W be a minimum isolating
set of T. Therefore, the set W ∩T ′ is an isolating set of T ′. From the fact that v0, v1 ∈ VT −NT [W ∩T ′]
we have that W ∩ T ′ is not isolating set of T. Then s− 1 = ι(T ′) ≤ |W ∩ T ′| < |W | = ι(T ) ≤ γ(T ) = s
and we conclude that ι(T ) = s = γ(T ).

Now, we investigate the extremal trees that belong to a subfamily of T .
In [1] the authors prove that

Theorem 6. If G is a connected graph on n ≥ 3 vertices and different from the cycle C5 then ι(G) ≤ n
3

and this bound is sharp.

This result motivates the study of the trees such as ι(T ) = n
3 . Related with this, we consider a special

class of graphs from the family T .

Definition 7. Graphs from the family T that we can build by taking only stars K1,2 form a family
that we denote by R. That is, R is the family consist of trees T that can be obtained from a star K1,2
by recursively adding a new star K1,2 and an edge xy where x, y are leaves.

We have the following result.

Theorem 8. Let T be a tree of order n ≥ 3 . The following are equivalent:

1. T ∈ R

2. γ(T ) = ι(T ) = n
3

3. ι(T ) = n
3

4. Supp(T ) is a 2-packing γ(T )-set with n
3 vertices.

Proof. First, observe that if T ∈ R if and only if T ∈ T and dT (s) = 2 for every s ∈ Supp(T ). Moreover,
it follows that γ(T ) = ι(T ) = n

3 . Then we get 1 . implies 4 . and also 1 . implies 2 . implies 3 . By induction,
we can get ι(T ) = n

3 if and only if T ∈ R.
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1 Introduction

Given a graph G = (V (G), E(G)) and a vertex v ∈ V (G), the open neighbourhood of v in G is defined
to be NG(v) = {u ∈ V (G) : uv ∈ E(G)}; when G is clear from the context, we write just N(v) instead
of NG(v). The open neighbourhood of a set S ⊆ V (G) is defined as N(S) = ∪v∈SN(v), while the
external neighbourhood of S, or boundary of S, is defined as Ne(S) = N(S) \ S. The differential of a
set S ⊆ V (G) is defined as ∂(S) = |Ne(S)| − |S|, while the differential of a graph G is defined to be

∂(G) = max{∂(S) : S ⊆ V (G)}.

As described in [8], the definition of ∂(G) was given by Hedetniemi about twenty five years ago in an
unpublished paper, and was also considered by Goddard and Henning [6]. After that, the differential of
a graph has been studied by several authors, including [2], [9], [12].

Given a set S ⊆ V (G), let Sr = {v ∈ Ne(S) : N(v) ∩Ne(S) ̸= ∅}. The restrained differential of a set
S ⊆ V (G) is defined as ∂r(S) = |Sr| − |S|.

Here we introduce and study the restrained differential of a graph G, which is defined as

∂r(G) = max{∂r(S) : S ⊆ V (G)}.
Among other results, we obtain general bounds on ∂r(G) and we prove a Gallai-type theorem,

γrR(G) + ∂r(G) = n(G), where γrR(G) denotes the restrained Roman domination number of G. The
restrained Roman domination number is a well-known parameter, studied in [10], [7], [1] or [11].

Therefore, we can see that this novel parameter is perfectly integrated into the theory of domination.
We can treat the theory of restrained differential in graphs as a new approach to the theory of restrained
Roman domination. One of the advantages of this approach is that it allows us to study the restrained
Roman domination number of a graph without the use of functions.

2 A Gallai-type theorem

A Roman dominating function (RDF) on a graph G is a function f(V0, V1, V2) such that for every vertex
v ∈ V0, there exists a vertex u ∈ N(v) ∩ V2. The Roman domination number of G, denoted by γR(G),
is the minimum weight ω(f) = ∑

v∈V (G) f(v) among all RDFs f on G.
A restrained Roman dominating function (RRDF) on a graph G is a RDF f(V0, V1, V2) such that

the subgraph of G induced by V0 has no isolated vertex, i.e., δ(G[V0]) ≥ 1. The restrained Roman
domination number of G, denoted by γrR(G), is the minimum weight among all RRDFs f on G.
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In general, a Gallai-type theorem has the form a(G) + b(G) = n(G), where a(G) and b(G) are
parameters defined on G and n(G) is an order of G.
Theorem 1 (Gallai-type theorem for restrained differential). For any graph G,

γrR(G) + ∂r(G) = n(G).
As a consequence of this result and the well-known bounds γr(G) ≤ γrR(G) ≤ 2γr(G) given in [10],

where γr(G) is a restrained domination number of G, we deduce the following theorem.
Theorem 2. For any nontrivial graph G of order n,

n− 2γr(G) ≤ ∂r(G) ≤ n− γr(G).

3 General bounds

We next present some bounds on the restrained differential of a graph. In some cases we provide classes
of graphs achieving the bounds, while in other cases we characterize the graphs reaching the equalities.

We say that a set S ⊆ V (G) is a 2-packing if N [u] ∩ N [v] = ∅ for every pair of different vertices
u, v ∈ S. A size of maximum 2-packing of G we call the 2-packing number of G and denote by ρ(G). A
maximum cardinality of an independent set of G we call an independence number of G and denote by
α(G).

The following result improves the upper bound given in Theorem 2 for the graphs with minimum
degree at least two.
Theorem 3. For any graph G of order n with δ(G) ≥ 2,

∂r(G) ≤ n− γr(G) − max
{
γr(G) − α(G), γr(G) + n(δ(G) − 1)

δ(G)(∆(G) + 1)

}
.

Proposition 4. If G is a graph of diameter three, then
∂r(G) ≥ ρ(G)(δ(G) − 1).

As the next result shows, the bound above is tight.
Proposition 5. If G is a δ-regular graph of order n with δ ≥ 2 and γ(G) = ρ(G), where γ(G) is a
domination number of G, then

∂r(G) = n− 2ρ(G) = ρ(G)(δ − 1) = n(δ − 1)
δ + 1 .

As an example of application of the result above, we consider the 3-cube graph, where n = 8, δ = 3,
ρ(G) = 2 and ∂r(G) = 4.
Proposition 6. If G is a claw-free graph of minimum degree at least two, then

∂r(G) ≥ ρ(G)(δ(G) − 2).
From Theorem 2 we know that n− 2γr(G) ≤ ∂r(G) ≤ n− γr(G) for any nontrivial graph G of order n.
The following result provides some new upper bounds for the restrained differential of G.
Proposition 7. Let G be a nontrivial graph of order n. For any integer k such that 0 ≤ k ≤ γr(G),

∂r(G) ≤ max
{
n− 2γr(G) + k,

(∆(G) − 1)(n− k − 1)
∆(G) + 1

}
.

It is well-known ([2]) that ∂r(G) ≤ ∂(G) ≤ n(∆(G)−1)
∆(G)+1 for any graph G of order n. We next provide an

interesting equivalence.
Proposition 8. Given a graph G of order n, ∂r(G) = n(∆(G)−1)

∆(G)+1 if and only if γr(G) = n
∆(G)+1 .

The following result shows another family of graphs with ∂r(G) = ∂(G).
Theorem 9. If G is a claw-free cubic graph, then ∂r(G) = ∂(G).
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4 Relations between restrained differential and other types of differ-
entials

Currently, the study of differentials in graphs and their variants is of great interest because it has
been observed that the study of different types of domination can be approached through a variant of
the differential which is related to them. Specifically, we are referring to domination parameters that are
necessarily defined through the use of functions, such as Roman domination, perfect Roman domination,
Italian domination and unique response Roman domination. In each case, the main result linking
the domination parameter to the corresponding differential is a Gallai-type theorem, which allows us
to study these domination parameters without the use of functions. For instance, the differential ∂
is related to the Roman domination number γR the perfect differential ∂p is related to the perfect
Roman domination γp

R, the strong differential ∂s is related to the Italian domination number γI and the
2-packing differential ∂2ρ is related to the unique response Roman domination number µR.

Perfect differential ∂p(G), strong differential ∂s(G) and 2-packing differential ∂2ρ(G) were introduced
for any non-trivial graph G in [4], [5] and [3], respectively.

For these three differentials, similar like for restrained differential ∂r(G), Gallai-type theorems were
proved, where these differentials were combined with perfect Roman domination number, Italian
domination number and unique response Roman domination number, respectively.

Since for any graph G is γI(G) ≤ γR(G) ≤ γp
R(G) ≤ µR(G) for Italian domination number γI , Roman

domination number γR, pefrect Roman domination number γp
R and unique response Roman domination

number µR(G), from these Gallai-type theorems we have the following:

Proposition 10. For any connected graph G, ∂s(G) ≥ ∂(G) ≥ ∂p(G) ≥ ∂2ρ(G).

Let G1 be a family of graphs obtained from two copies of Kp joined by the edge for p ≥ 3.
A tree containing exactly two support vertices u, v is called a double-star; if dG(u) = k + 1 and

dG(v) = l + 1, then we donote such a graph by Sk,l. Let G2 be a family of double stars DSp,p for p ≥ 1.

• if G ∈ G1, then ∂(G) = ∂r(G) = 2p− 4 and ∂2ρ(G) = ∂p(G) = p− 1.

• if G ∈ G2, then ∂r(G) = 0, ∂(G) = ∂p(G) = 2p− 2 and ∂2ρ(G) = p.

Since γR(G) ≤ γrR(G), we immediately obtain that ∂(G) ≥ ∂r(G). There are some graphs G for
which holds the equality ∂r(G) = ∂(G) (for example a graph from the family G1), but in general the
difference between ∂(G) and ∂r(G) can be arbitrarily large (see for example a graph from the family G2,
where ∂(G) − ∂r(G) = 2p− 1).

Notice that ∂r(G) and ∂2ρ (∂p, respectively) are incomparable. If G ∈ G1, then ∂r(G)−∂2ρ(G) = p−3
(∂r(G) − ∂p(G) = p− 3, respectively), while if G ∈ G2, then ∂2ρ(G) − ∂r(G) = p (∂p(G) − ∂r(G) = p,
respectively).

5 Trees

Here we consider some bounds for the restrained differential in trees.

Theorem 11. If T is a tree, then ∂(T ) = ∂r(T ) if and only if T = K1 or T = K2.

Corollary 12. If T is a tree with at least three vertices, then ∂(T ) ≤ ∂r(T ) − 1.

Let S(G) = S1(G) ∪ S2(G) be the set of supports of G where S1(G) and S2(G) are the sets of weak
and strong support of G, respectively. Let Ω(G) be the set of leaves of G.

Now we consider some lower bound for restrained differential of trees in terms of the order and the
number of support vertices and leaves in a tree and we characterize the extremal trees. We introduce
the family R of trees T = Ti which can be obtained in the following way: Let T1 = P4. If i is a positive
integer, then Ti+1 can be obtained recursively from Ti by one of two operations:
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Operation O1: if v ∈ S(Ti), then we add a new vertex x and the edge xv.

Operation O2: if v ∈ V (Ti) is such that d(v,Ω(Ti)) ≡ 0 (mod 3) and NTi(v) ∩ S2(Ti) = ∅, then
we add a path P3 = (x, y, z) and the edge xv.

Theorem 13. Let T be a tree of order n ≥ 3, s support vertices and l leaves. Then ∂r(T ) ≥ (n−l+s−4)/3
with equality if and only if T ∈ R.

The last result concerns the upper bound of restrained differential in terms of the order and the size
of a maximum indepentent set α(T ) of a tree T .

Theorem 14. For any nontrivial tree T ,

∂r(T ) ≤ n(T ) − α(T ) − 1.
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Abstract

A subset S of vertices of a connected graph G is a distance-equalizer set if for every two
distinct vertices x, y ∈ V (G) \ S there is a vertex w ∈ S such that the distances from x
and y to w are the same. The equidistant dimension of G is the minimum cardinality of a
distance-equalizer set of G. This paper studies these sets and explores its properties and
applications to other mathematical problems. Concretely, we first establish some bounds
concerning the order, the maximum degree, the clique number and the independence number,
and characterize all graphs attaining some extremal values. We then study distance-equalizer
sets in several families of graphs. Finally, we show the usefulness of distance-equalizer sets
for constructing doubly resolving sets.

1 Introduction

The notion of resolving set, also known as locating set, arises in diverse areas, including location
problems in networks of different nature (see [3]). For example, in order to locate a failure in a computer
network modeled as a graph G, we are interested in a subset of vertices S such that every vertex of
the underlying graph is uniquely determined by its vector of distances to the vertices of S. Such a
set is called a resolving set of the graph G, and the metric dimension of G, dim(G), is the minimum
cardinality of a resolving set.

Resolving sets and several related sets, such as identifying codes, locating-dominating sets, watching
systems or doubly resolving sets, have been widely studied during the last decades (see [1, 2, 5, 9,
11, 12]). However, many recent papers [4, 8, 14] have turned their attention precisely in the opposite
direction to resolvability, thus trying to study anonymization problems in networks instead of location
aspects. For instance, the need to ensure privacy and anonymity in social networks makes necessary to
develop graph tools. This paper studies new graph concepts that can also be applied to anonymization
problems in networks: distance-equalizer set and equidistant dimension. Proofs are omitted because of
limited space. A full version of this work can be found in [10].

The paper is organized as follows. In Section 2, we define distance-equalizer sets and the equidistant
dimension, and show bounds in terms of other graph parameters: order, diameter, maximum degree,
independence number, and clique number. Section 3 is devoted to characterize all graphs attaining some
extremal values of the equidistant dimension. In Section 4 we study this parameter for some families of
graphs: complete and complete multipartite graphs, bistars, paths, cycles, and Johnson graphs. For the
particular cases of paths and cycles, we show that this parameter is related with 3-AP-free sets. In
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the Research Group in Mathematics Education FQM-226 of the Junta de Andalućıa
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Section 5, we obtain bounds for general graphs and trees on the minimum cardinality of doubly resolving
sets in terms of the equidistant dimension. Finally, we present some open problems in Section 6.

All graphs considered in this paper are connected, undirected, simple and finite. The vertex set and
the edge set of a graph G are denoted by V (G) and E(G), respectively. The order of G is |V (G)|.
For any vertex v ∈ V (G), its open neighborhood is the set N(v) = {w ∈ V (G) : vw ∈ E(G)}. The
degree of a vertex v, denoted by deg(v), is defined as the cardinality of N(v). The maximum degree
of G is ∆(G) = max {deg(v) : v ∈ V (G)} and its minimum degree is δ(G) = min {deg(v) : v ∈ V (G)}.
The distance between two vertices v, w ∈ V (G) is denoted by d(v, w), and the diameter of G is
D(G) = max{d(v, w) : v, w ∈ V (G)}. A clique is a subset of pairwise adjacent vertices and the clique
number of G, denoted by ω(G), is the maximum cardinality of a clique of G. An independent set of G
is a subset of pairwise non-adjacent vertices and the independence number of G, denoted by α(G), is
the maximum cardinality of an independent set of G. We denote by Pn the path of order n, by Cn the
cycle of order n, n ≥ 3, and by Kn the complete graph of order n. For undefined terms we refer the
reader to [15].

2 Distance-equalizer sets and equidistant dimension

Let x, y, w be vertices of a graph G. We say that w is equidistant from x and y if d(x,w) = d(y, w). A
subset S of vertices is called a distance-equalizer set for G if for every two distinct vertices x, y ∈ V (G)\S
there exists a vertex w ∈ S equidistant from x and y. The equidistant dimension of G, denoted by
eqdim(G), is the minimum cardinality of a distance-equalizer set of G. For example, if v is a universal
vertex of a graph G, then S = {v} is a minimum distance-equalizer set of G, and so eqdim(G) = 1.

The following results are immediate but make it easier to prove subsequent results.

Lemma 1. Let G be a graph. If S is a distance-equalizer set of G and v is a support vertex of G, then S
contains v or all leaves adjacent to v. Consequently, eqdim(G) ≥ |{v ∈ V (G) : v is a support vertex}|.

Recall that a graph G is bipartite whenever V (G) can be partitioned into two independent sets, say
A,B, which are called its partite sets.

Proposition 2. Let G be a bipartite graph with partite sets A and B. If S is a distance-equalizer set
of G, then A ⊆ S or B ⊆ S. Consequently, eqdim(G) ≥ min{|A|, |B|}.

If G is a graph of order n, with n ≥ 2, then any set of vertices of cardinality n − 1 is obviously a
distance-equalizer set. Hence, n − 1 is an immediate upper bound on the equidistant dimension of
nontrivial graphs. We next prove some upper bounds involving classical graph parameters.

Proposition 3. For every graph G of order n ≥ 2, the following statements hold.

i) eqdim(G) ≤ n− ∆(G) and the bound is tight whenever ∆(G) ≥ n/2;

ii) eqdim(G) ≤ n− ω(G), if G ̸∼= Kn, and the bound is tight;

iii) eqdim(G) ≤ n(D(G)−1)+1
D(G) , and the bound is tight;

iv) eqdim(G) ≤ n− α(G), whenever D(G) = 2, and the bound is tight.

The bound given in Proposition 3(i) is not tight for all values of ∆(G) and n, for example when
∆(G) = 2 and n ≥ 7. Indeed, the only graphs satisfying ∆(G) = 2 are paths and cycles and, as it will
be seen below, the equidistant dimension of paths and cycles of order n ≥ 7 is at most n− 3.
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3 Extremal values

In this section we characterize all nontrivial graphs achieving extremal values for the equidistant
dimension, concretely, graphs G of order n ≥ 2 such that eqdim(G) ∈ {1, 2, n− 2, n− 1}. We also derive
a Nordhaus-Gaddum type bound for the equidistant dimension.

Theorem 4. For every graph G of order n ≥ 2, the following statements hold.

i) eqdim(G) = 1 if and only if ∆(G) = n− 1;

ii) eqdim(G) = 2 if and only if ∆(G) = n− 2.

Theorem 5. For any graph G of order n, the following statements hold.

i) If n ≥ 2, then eqdim(G) = n− 1 if and only if G is a path of order 2.

ii) If n ≥ 3, then eqdim(G) = n− 2 if and only if G ∈ {P3, P4, P5, P6, C3, C4, C5}.

Corollary 6. If G is a graph of order n ≥ 7, then 1 ≤ eqdim(G) ≤ n− 3.

Now, we provide a Nordhaus-Gaddum type bound on the equidistant dimension. Nordhaus-Gaddum
type inequalities establish bounds on the sum of a parameter for a graph and its complement. Recall
that the complement of a graph G, denoted by G, is the graph on the same vertices as G and two
vertices are adjacent in G if and only if they are not adjacent in G. Also, a graph G is doubly connected
if both G and G are connected. Note that nontrivial doubly connected graphs have order at least 4.

Proposition 7. If G is a doubly connected graph, then eqdim(G) ≤ δ(G) + 1.

Theorem 8. If G is a doubly connected graph of order n ≥ 4, then

4 ≤ eqdim(G) + eqdim(G) ≤ n+ 1.

Moreover, these bounds are tight.

4 Equidistant dimension of some families of graphs

In this section we study the equidistant dimension of some families of graphs, concretely of complete,
complete bipartite and complete multipartite graphs, bistars, paths, cycles, and Johnson graphs.

Theorem 9. Let n, r, s, p, n1, . . . , np be positive integers such that n ≥ 2, s ≥ r, p ≥ 3 and np ≥ · · · ≥
n1 ≥ 1. Then, the following statements hold.

i) eqdim(Kn) = 1;

ii) eqdim(Kr,s) = r;

iii) eqdim(Kn1,...,np) = min{n1, 3};

iv) eqdim(K2(r, s)) = r

Distance-equalizer sets and the equidistant dimension of paths are related with 3-AP-free sets and
the function r(n) introduced by Erdös and Turán [7]. For every integer n ≥ 1, let [n] = {1, 2, . . . , n}. A
subset S ⊆ [n] is 3-AP-free if a+ c ≠ 2b, for every distinct terms a, b, c ∈ S [13]. The largest cardinality
of a 3-AP-free subset of [n] is denoted by r(n). We begin by introducing some preliminary results. A
subset of [n] is called even-sum if all its elements have the same parity.
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Proposition 10. For every positive integer n, it holds that

eqdim(Pn) = n− max{ |T | : T is a 3-AP-free even-sum subset of [n]}.

Proposition 11. [6] Let k1, ..., kr, n be different positive integers. Then, one of the sets {2k1 − 1, 2k2 −
1, ..., 2kr − 1} or {2k1, 2k2, ..., 2kr} is a 3-AP-free even-sum set of [n] if and only if {k1, ..., kr} is a
3-AP-free subset of

[
⌈n/2⌉

]
.

The equidistant dimension of a path is derived from the results above.

Theorem 12. For every positive integer n, it holds that

eqdim(Pn) = n− r

(⌈n
2
⌉)

.

The equidistant dimension of cycles of even order is completely determined, while for cycles of odd
order, lower and upper bounds in terms of r(n) are given.

Theorem 13. For every positive integer n ≥ 3, the following statements hold.

i) eqdim(Cn) =





n
2 , for n even, n ̸≡ 0 mod 4;

3n
4 − 1, for n even, n ≡ 0 mod 4.

ii) n−1
2 ≤ eqdim(Cn) ≤ n− r

(⌈
n+1

4

⌉)
, for n odd.

Johnson graphs are important because of their connections with other combinatorial structures such as
projective planes and symmetric designs [1]. Furthermore, there exist different studies about geometric
versions of these graphs because of their multiple applications in network design. Due to these facts,
among others, properties of Johnson graphs have been widely studied in the literature. We study the
equidistant dimension of Johnson graphs, obtaining an upper bound for several cases.

The Johnson graph J(n, k), with n > k ≥ 1, has as vertex set the k-subsets of an n-set and two
vertices are adjacent if their intersection has size k − 1. Thus, it can be easily seen that the distance
between any two vertices X,Y is given by d(X,Y ) = |X \ Y | = |Y \X| = k − |X ∩ Y |. Consequently, a
vertex U ∈ V (J(n, k)) is equidistant from vertices X and Y if and only if |U ∩X| = |U ∩ Y |.

Proposition 14. For any positive integer k, it holds that eqdim(J(n, k)) ≤ n whenever n ∈ {2k −
1, 2k + 1} or n > 2k2.

5 Using distance-equalizer sets for constructing doubly resolving sets

Doubly resolving sets were introduced in [3] as a tool for computing the metric dimension of cartesian
products of graphs. Furthermore, different authors have provided interesting applications of doubly
resolving sets on source location, algorithmic studies and relations with other graph parameters. We
say that two vertices u, v doubly resolve a pair of vertices x, y of G (or that {x, y} is doubly resolved by
u, v) if d(u, x) − d(u, y) ̸= d(v, x) − d(v, y). A set S ⊆ V (G) is a doubly resolving set of G if every pair
{x, y} ⊆ V (G) is doubly resolved by two vertices of S (it is said that S doubly resolves {x, y}), and the
minimum cardinality of such a set is denoted by ψ(G). Observe that a doubly resolving set is also a
resolving set, and so dim(G) ≤ ψ(G).

Proposition 15. For every graph G, it holds that ψ(G) ≤ dim(G) + 2 eqdim(G).

Theorem 16. For every tree T , it holds that ψ(T ) ≤ dim(T ) + eqdim(T ).
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We finish this section by analyzing lower and upper bounds on dim(G) + eqdim(G). Concretely, we
are interested in the minimum and maximum value of dim(G) + eqdim(G) for graphs of order n. First,
note that for any nontrivial graph G of order n,

2 ≤ dim(G) + eqdim(G) ≤ 2(n− 1). (1)

The lower bound in (1) is attained only by the paths P2 and P3, by Theorem 4(i), and the upper bound,
only by the path P2, by Theorem 5(i). Hence, for every graph G of order at least 4,

3 ≤ dim(G) + eqdim(G) ≤ 2n− 3.

In order to study this question, we consider the following functions defined for integers n ≥ 4:

Σ(n) := max{dim(G) + eqdim(G) : |V (G)| = n}
σ(n) := min{dim(G) + eqdim(G) : |V (G)| = n}.

Proposition 17. For every integer n ≥ 4, the following statements hold.

i) Σ(n) ≥ 3n
2 − 3;

ii) σ(n) ≤ log2(n) + 2.

6 Open problems

We do not know the exact value of the equidistant dimension of trees. However, in this family of graphs,
it looks that paths are those graphs needing more vertices to construct a distance-equalizer set. Indeed,
it is easily seen that, for every pair of vertices of a path, there is at most one equidistant vertex. Hence,
we believe that the following conjecture holds.

Conjecture 18. If T is a tree of order n, then eqdim(T ) ≤ eqdim(Pn).

We also propose the following conjecture, that we prove in Theorem 16 that it holds true for trees.

Conjecture 19. For every graph G, it holds that ψ(G) ≤ dim(G) + eqdim(G).
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Abstract

We review some recent results in the context of Distance Geometry in dimension 1, and
give some new research directions for problem instances where the distance information is
imprecise and represented by real-valued intervals.

1 Distance Geometry in dimension 1

If a sketch comedy were to introduce the problem we consider, it would probably show a few improvised
robbers meeting with the gang boss in an attempt to get ready for their mission. You would then hear
the boss shout “Synchronize your watches”, and hence listen the robbers give diverging answers for the
current time. . . until the last robber, after a little hesitation, would finally admit that his watch has
since long been broken3. . .

Try it yourself with some friends and you will see that the situation above is not so uncommon
(exception made for the broken watch), for in our everyday life it is not necessary to be extremely precise
with time. The problem of synchronizing clocks with high precision is rather a problem that computer
machines need more often, and more importantly, deal with. Over the Internet, for example, several
messages are sent and received each second by the machines connected to the Net, and, as pointed out
by Lamport in the seminal paper [3], the logical nature of time is of primary importance when designing
or analyzing distributed systems. Since then, several research lines have developed in this context [1,
11, 12, 13].

Distance Geometry (DG) is a more general problem that is able to model the clock synchronization
problem when its dimensionality is set to 1 [7]. We are given a simple weighted undirected graph
G = (V,E, d) whose edges represent the available distance information between vertex pairs, and
the main problem in DG is to find out what are the positions we can assign to the vertices of the
graph G so that the available distances are satisfied. These positions can, in general, be given in any
dimension K > 0. In the context of clock synchronization, the vertices v ∈ V are computer machines,
the presence of an edge {u, v} ∈ E between two machines indicates that a time offset is available, and
the weight function d provides the numerical value for such an offset. And as mentioned above, K is set
to 1. Saxe proved in 1979, in the context of graph embedabbility, that the problem is NP-complete [9]
when K = 1.

In this short contribution, we will review some of our most recent results in the context of DG in
dimension 1, and we will give some new directions for extending these results to the case where the
distances are represented by real-valued intervals (instead of singletons).

1Email: simon.hengeveld@irisa.fr
2Email: antonio.mucherino@irisa.fr
3One of us remembers having seen this comedy sketch in a movie, probably an Italian comedy of the 80s; however, it is

likely that the same comedy sketch was reproposed in other places.
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2 Paradoxical Distance Geometry

The paradoxical subclass of DG instances in dimension 1 has recently been introduced in [2]. Instances
belonging to this special class have the particularity of being on the one hand “easy” to solve because
most vertices in G depend on only one other vertex, and the total number of expected solutions may be
known in advance [5]; on the other hand, however, these instances admit a search space that grows
exponentially with the cardinality of V , and its complete exploration is generally necessary in order to
identify the solutions. Thus, these are rather “hard” instances.

Paradoxical instances of the DG are represented in dimension 1 by cycle graphs. Once the vertex to
play the role of first vertex v1 is selected, and one of its two neighbours is selected to play the role of
the second vertex, say v2, then a total vertex order on V can be derived. The first vertex can be simply
placed in the origin of the real line ℜ. Subsequently, the positions for every vertex vk, with k > 1, can
be obtained by exploiting the distance information related to its predecessor vk−1.

If we suppose that all available distances are exact, which is, extremely precise, then, for every known
position xk−1 for vk−1, we can compute two new possible positions, xk−1 − dk−1,k and xk−1 + dk−1,k,
for the vertex vk. We remark that this procedure builds up a binary tree whose paths, from the root to
any of its leaf nodes, represent possible solutions to our problem [4]. Each position xk is computed by
performing partial sums of the distance values, each taken with the sign associated to the tree branches
of the considered path. The feasible solutions are those for which the only “extra distance”, i.e. the
only one that is not employed for the computation of the positions and is associated to the edge {1, n},
is satisfied by the positions finally assigned to vn. It is only when the last layer of the tree is reached,
indeed, that the feasible solutions can be selected from the search space.

As pointed out in [2], the introduction of a fictive vertex vn+1 in G, artificially connected to vn by
the edge {n, n + 1} holding the same weight as {1, n}, together with the suppression of the original
edge {1, n}, allows us to have a uniform distribution of the distances over the vertices of the graph.
The immediate consequence of this transformation consists in the possibility of blindly applying the
same rule over the vertices of the graph, in the derived vertex order, for the computation of all vertex
positions. After the graph transformation, the selection of the feasible solutions from the search space
can be performed by verifying whether the positions for v1 and vn+1 coincide (this is a valid solution), or
not (the solution is not valid). An important consequence of this transformation is the matrix-by-vector
reformulation that we will describe in Section 3.

In order to establish the high importance of this special class of instances, we remark that every DG
instance can be seen as the union of paradoxical instances [8]. A solution method capable to recognize,
extract and solve with priority the paradoxical parts of DG instances could in fact benefit of better
convergence properties: once the paradoxical sub-instances are solved, they can be replaced by their
relatively tiny solution sets, aiding in this way at reducing the degrees of freedom for the solutions of
the original instance.

3 Matrix-by-vector reformulation

The procedure above for the solution of paradoxical DG instances is based on the idea to build up a
binary tree containing vertex positions and to select the feasible solutions by verifying that x1 = xn+1.
We introduce the matrix4

Mij =
{

−1 if (i− 1)/2j−1 mod 2 = 0,
1 otherwise,

and the vector yj = dj,j+1, which contains the distance information related to our paradoxical instance.
Notice that the index i varies from 1 to 2n, while the index j varies from 1 to n. It can be easily

4We can point out here again the paradoxical side of our instances: the multiplication of a matrix by a vector is nothing
difficult to perform; however, we remark that the number of rows of our matrices grow exponentially with the number of
vertices in G, so that very large matrices may be defined for relatively small instances.
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verified [2] that the vector
r = My, (1)

resulting from the multiplication of the matrix M by the vector y, contains the positions xn+1 for all
possible solutions. The feasible solutions to our paradoxical instances are therefore the ones for which
ri = 0 (because x1 is implicitly set to 0). Moreover, for a given matrix row i, the value of each xi

k (which
is the position for the vertex vk in the solution encoded by the ith row of the matrix) can be obtained
by performing the partial sums ∑k

j=1Mijyj . We point out that this matrix-by-vector reformulation is
particularly adapted to the optical processor presented in [2], and that similar approaches have also
been proposed for other well-known NP-complete problems [10].

4 Generalization to interval distances

An approach to deal with DG instances in dimension 1 where distances are represented by real-valued
intervals was previously proposed in [7]. The main idea is to replace standard arithmetic with interval
arithmetic for the calculation of possible subsets of interval values for the vertices of the graph G.
Basically, only the addition and subtraction operations need to be borrowed from interval arithmetic.
We notice that interval arithmetic has already been successfully employed in the context of global
optimization [6], and that, in our context, it is particularly useful for modeling distance uncertainty.

Let us suppose that the graph G = (V,E, d) represents a paradoxical DG instance where the distance
information is provided through real-valued intervals, which is, the weight function d actually provides a
lower bound ℓ and an upper bound u on each distance value. Let z be a vector consisting of n intervals,
where n = |V |. Once the degenerate interval {0} is associated to the first element z1 of the vector, the
subsequent intervals zk can be obtained via the formulæ:

[zk, z̄k]′ = [zk−1, z̄k−1] − [ℓk−1,k, uk−1,k] = [zk−1 − uk−1,k, z̄k−1 − ℓk−1,k] ,
[zk, z̄k]′′ = [zk−1, z̄k−1] + [ℓk−1,k, uk−1,k] = [zk−1 + ℓk−1,k, z̄k−1 + uk−1,k] ,

where z and z̄ are the two vectors of real numbers containing, respectively, the lower and the upper
bounds of the intervals in z. When the fictive vertex vn+1 is employed, the verification of feasibility for
the obtained solutions reduces to verifying that [zn+1, z̄n+1] ∩ [z1, z̄1] ̸= ∅, which is equivalent to saying
that the last interval zn+1 needs to contain the origin 0 (when z1 is set up as indicated above).

But how to compute all intervals for the vector z? We claim in this short contribution that the use
of interval distances in y, coupled with the use of interval arithmetic in Equ. (1), naturally extends
the computations for the interval case. However, when classical arithmetic is replaced by interval
arithmetic, the range of the computed intervals tends to increase more and more for larger indices k.
As a consequence, a larger and larger uncertainty is likely to be associated to the possible values of the
vertex positions as our instances grow in size.

The matrix-by-vector formulation, however, when employed for the interval case, allows us to rewrite
in a straightforward manner the back-propagation procedure previously introduced in [7]. This procedure
aims to reduce the range of the obtained intervals zk by back-propagating any additional distance
information that may be available for the computation of intervals zh with h > k. When considering
paradoxical DG instances, this situation only occurs when positions for the fictive vertex vn+1 are
computed, which are supposed to be compatible with the position assigned to v1 (because of the original
edge {1, n}).

Let S be the subset of indices for which the corresponding row in M represents a feasible solution:

S = {i ∈ {1, . . . , n} : z1 ∩ [ri, r̄i] ̸= ∅} .

We claim that the actual position intervals zi
k, for every feasible solution with index i ∈ S and every

vertex vk of our graph G, are given by the following interval arithmetic formula:
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[zi
k, z̄

i
k] =




k∑

j=1
Mij [y

j
, ȳj ]


 ∩




k∑

j=n

Mij [y
j
, ȳj ]


 .

The level of uncertainty on these intervals can therefore be reduced for all vertex positions having a very
small, or a very large (close to n), rank in the considered vertex order. From the vector z, a solution x
formed by singletons can be trivially extracted. Future works will be aimed at extending the present
work to DG paradoxical instances in higher dimensions.
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On maximum independent sets of almost bipartite graphs
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Abstract

The independence number α(G) is the cardinality of a maximum independent set, while
µ(G) is the size of a maximum matching in the graph G = (V,E). If α(G) +µ(G) equals the
order of G, then G is a König-Egerváry graph [4, 18]. The number d (G) = max{|A|−|N (A)| :
A ⊆ V } is called the critical difference of G [19] (where N (A) = {v : v ∈ V,N (v) ∩A ̸= ∅}).
A set X ⊆ V is critical if |X| − |N (X)| = d(G).

A graph G is unicyclic if it has a unique cycle and almost bipartite if it has only one odd
cycle.

Let ker(G) = ⋂ {S : S is a critical independent set}, core(G) be the intersection of all
maximum independent sets, and corona(G) be the union of all maximum independent sets.
It is known that ker(G) ⊆ core(G) is true for every graph [14], while the equality holds for
bipartite graphs [15], and for unicyclic non-König-Egerváry graphs [16].

In this paper, we prove that if G is an almost bipartite non-König-Egerváry graph, then:
(i) core(G) = ker(G), like for bipartite graphs;
(ii) corona(G) ∪ N(core(G)) = V , like for König-Egerváry graphs.

1 Introduction

Throughout this paper G = (V,E) is a finite, undirected, loopless graph without multiple edges, with
vertex set V = V (G) of cardinality n (G), and edge set E = E(G) of size m (G).

If X ⊂ V , then G[X] is the subgraph of G spanned by X. By G−W we mean the subgraph G[V −W ],
if W ⊂ V (G). For F ⊂ E(G), by G− F we denote the subgraph of G obtained by deleting the edges
of F , and we use G − e, if F = {e}. If A,B ⊂ V and A ∩ B = ∅, then (A,B) stands for the set
{e = ab : a ∈ A, b ∈ B, e ∈ E}.

The neighborhood of a vertex v ∈ V is the set N(v) = {w : w ∈ V and vw ∈ E}, and N(A) =⋃{N(v) : v ∈ A}, N [A] = A ∪ N(A) for A ⊂ V . By Cn,Kn we mean the chordless cycle on n ≥ 3
vertices, and respectively the complete graph on n ≥ 1 vertices. In order to avoid ambiguity, we use
also NG(v) instead of N(v), and NG(A) instead of N(A).

A cycle is a trail, where the only repeated vertices are the first and last ones. The graph G is unicyclic
if it has a unique cycle.

Let us define the trace of a family F of sets on the set X as F|X = {F ∩X : F ∈ F}.
A set S of vertices is independent if no two vertices from S are adjacent, and an independent set

of maximum size will be referred to as a maximum independent set. The independence number of G,
denoted by α(G), is the cardinality of a maximum independent set of G. By Ind(G) we mean the family
of all independent sets of G.

1Email: levitv@ariel.ac.il
2Email: eugen m@hit.ac.il
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Let Ω(G) = {S : S is a maximum independent set of G}, core(G) =
⋂

{S : S ∈ Ω(G)} [9], and
corona(G) =

⋃
{S : S ∈ Ω(G)} [1].

An edge e ∈ E(G) is α-critical whenever α(G− e) > α(G). Notice that α(G) ≤ α(G− e) ≤ α(G) + 1
holds for each edge e.

The number d(G) = max{|X| − |N(X)| : X ⊆ V } is called the critical difference of G, and a set
A ⊆ V (G) is critical if |A| − |N(A)| = d(G) [19]. The number id(G) = max{dG(I) : I ∈ Ind(G)} is
called the critical independence difference of G. If A ⊆ V (G) is independent and dG(A) = id(G), then
A is a critical independent set [19].
Theorem 1. [19] The equality d(G) = id(G) holds for every graph G.

If α(G) + µ(G) = n (G), then G is called a König-Egerváry graph [4, 18]. Various properties of
König-Egerváry graphs are presented in [2, 3, 6, 8, 10, 11, 12]. It is known that every bipartite graph
is a König-Egerváry graph [5, 7]. This class includes also non-bipartite graphs (see, for instance, the
graph G in Figure 1).

w w w w w w w
w w w w

@
@
@

a

b

c

G

Figure 1: G is a König-Egerváry graph with core(G) = {a, b, c} and ker(G) = {a, b}.

For a graph G, let ker(G) = ⋂ {S : S is a critical independent set}.
Theorem 2. (i) [14] ker(G) is the unique minimal critical (independent) set of G, and ker(G) ⊆ core(G)
is true for every graph.

(ii) [15, 16] If G is a bipartite or a unicyclic non-König-Egerváry graph, then ker(G) = core(G).
(iii) [10, 16] corona(G) ∪ N(core(G) = V (G) holds for every König-Egerváry or unicyclic graph G.
A graph G is almost bipartite if it has a unique odd cycle, denoted C = (V (C), E (C)) [17]. For every

y ∈ V (C), let Dy = (Vy, Ey) be the connected induced subgraph of G − E(C) containing y. Clearly,
every unicyclic graph with an odd cycle is almost bipartite.
Theorem 3. [17] If G is an almost bipartite non-König-Egerváry graph, then

Ω (G) |V (Dy−y) = Ω (Dy − y)
for every y ∈ V (C).

An almost bipartite König-Egerváry graph may have ker(G) ̸= core(G); e.g., the graphs in Figure 2
have ker(G1) = ∅ and ker(G1) = {u, v}.
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v w

G2

Figure 2: G1, G2 are König-Egerváry graphs with core(G1) = {a}, core(G2) = {u, v, w}.

If Hj , j = 1, 2, ..., k, are all the connected components of G, it is easy to see that

Ω (G) =
k⋃

j=1
Ω (Hj) , core(G) =

k⋃

j=1
core (Hj) and ker(G) =

k⋃

j=1
ker (Hj) .

In this paper, we show that ker(G) = core(G) and corona(G) ∪ N(core(G)) = V (G) hold for every
almost bipartite non-König-Egerváry graph G. Since both equalities hold for every bipartite connected
component of G, we may assume that the almost bipartite non-König-Egerváry graphs are connected.
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2 Results

Proposition 4. If G is almost bipartite with C = (V (C), E (C)) as its unique odd cycle, then V (Da) ∩
V (Db) = ∅ for every two different vertices a, b ∈ V (C).

Proof. Assume, to the contrary, that there exist a, b ∈ V (C), such that V (Da) ∩ V (Db) ̸= ∅. Let
x ∈ V (Da) ∩ V (Db). Thus, there exists some path containing x, and connecting a and b. Let P1 be a
shortest one of this kind. On the other hand, there exist two paths, say P2 and P3, connecting a and b,
and containing only vertices belonging to C. Therefore, either P1 and P2, or P1 and P3, give birth to
an odd cycle, different from C, and thus contradicting the fact that C is the unique odd cycle of G.

Lemma 5. [17] If G is an almost bipartite graph, then the following assertions hold:
(i) n(G) − 1 ≤ α(G) + µ(G) ≤ n(G);
(ii) n(G) − 1 = α(G) + µ(G) if and only if each edge of its unique odd cycle is α-critical.

w w w w w w
w w w

@
@
@

a

b

c
G1 w w w w w

w w
�
�
�

u v w
G2

Figure 3: G1, G2 are König-Egerváry graphs, core(G1) = {a, b, c}, core(G2) = {u, v, w}.

Lemma 6. [17] Let G be an almost bipartite non-König-Egerváry graph with the unique odd cycle C.
(i) If A is a critical independent set, then A ∩ V (C) = ∅.
(ii) core(G) is critical.

Lemma 7. [13] For every bipartite graph H, a vertex v ∈ core(H) if and only if there exists a maximum
matching that does not saturate v.

Lemma 8. Let G be an almost bipartite graph. If there is x ∈ N1(C), such that x ∈ core(Dy − y) for
some y ∈ V (C), then G is a König-Egerváry graph.

Proof. Let x ∈ core(Dy − y), y ∈ N (x) ∩ V (C), and z ∈ N (y) ∩ V (C). Suppose, to the contrary, that
G is not a König-Egerváry graph. By Lemma 5(i) and (ii), the edge yz is α-critical. According to
Lemma 6, we obtain that y /∈ core(G). Thus it follows that α(G) = α(G− y). By Lemma 7 there exists
a maximum matching Mx of Dy − y not saturating x. Combining Mx with a maximum matching of
G−Dy we get a maximum matching My of G− y. Hence My ∪ {xy} is a matching of G, which results
in µ (G) ≥ µ (G− y) + 1. Consequently, using Lemma 5(ii) and having in mind that G− y is a bipartite
graph of order n(G) − 1, we get the following contradiction

n(G) − 1 = α(G) + µ (G) ≥ α(G− y) + µ (G− y) + 1 = n(G) − 1 + 1 = n(G),

that completes the proof.

Theorem 9. [17] If G is an almost bipartite non-König-Egerváry graph, then
(i) core(G) ∩N [V (C)] = ∅;
(ii) core (G) =

⋃

y∈V (C)
core (Dy − y).

Theorem 10. Let G be an almost bipartite non-König-Egerváry graph with the unique odd cycle C.
Then

ker (G) =
⋃

y∈V (C)
ker (Dy − y) =

⋃

y∈V (C)
core (Dy − y) = core (G) .
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Proof. By Theorem 9(ii), we have that core (G) =
⋃

y∈V (C)
core (Dy − y).

Since every Dy − y is a bipartite graph, we infer that ker (Dy − y) = core (Dy − y), by Theorem 2(ii).
Consequently, we infer that

core (G) =
⋃

y∈V (C)
core (Dy − y) =

⋃

y∈V (C)
ker (Dy − y) .

According to Lemma 6(ii), the set core (G) is critical in G. Hence, we get that

ker (G) ⊆
⋃

y∈V (C)
ker (Dy − y) .

Thus it is enough to show that
⋃

y∈V (C)
ker (Dy − y) ⊆ ker (G). In other words,

ker (Dy − y) ⊆ ker (G) |V (Dy−y)

for every y ∈ V (C), which is equivalent to the fact that ker (G) |V (Dy−y) is critical in Dy − y.
By Lemma 8, if A ⊆ core (Dy − y), then NG(A) = NDy−y(A), since G is a non-Konig-Egervary

almost bipartite graph. Hence, dG(A) = dDy−y(A) for every A ⊆ ker (Dy − y). Thus in accordance with
Theorem 2(i), if A ⊂ ker (Dy − y), then

dG(A) = dDy−y(A) < dDy−y (ker (Dy − y)) = dG (ker (Dy − y)) . (*)

Since ker (G) ⊆
⋃

y∈V (C)
ker (Dy − y),

dG (ker(G)) = dG


ker (G) ∩

⋃

y∈V (C)
ker (Dy − y)


 =

dG


 ⋃

y∈V (C)
(ker (Dy − y) ∩ ker (G))


 =

∑

y∈V (C)
dG (ker (Dy − y) ∩ ker (G)) .

If ker (G) ̸=
⋃

y∈V (C)
ker (Dy − y), then

ker (G) |V (Dy−y) ⊂ ker (Dy − y)

for some y ∈ V (C). Consequently, using the inequality (*) for A = ker (G) |V (Dy−y), we obtain

dG (ker(G)) =
∑

y∈V (C)
dG

(
ker (G) |V (Dy−y)

)
<

∑

y∈V (C)
dG (ker (Dy − y)) = dG


 ⋃

y∈V (C)
ker (Dy − y)


 = d (core (G)) = d(G),

which stays in contradiction with the fact that ker(G) is critical in G (by Theorem 2(i)).

Proposition 11. [9] For a connected bipartite graph G = (A,B,E) of order at least two, the following
assertions are true:

(i) α(G) > |V (G)|/2 if and only if |core(G)| ≥ 2;
(ii) α(G) = |V (G)|/2 if and only if |core(G)| = 0 and A,B ∈ Ω(G).
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Corollary 12. If G is an almost bipartite non-König-Egerváry graph, then |core(G)| ≠ 1.

Proof. By Theorem 10 we have that
⋃

y∈V (C)
core (Dy − y) = core (G), while by Proposition 11, we know

that |core(Dy − y)| ≠ 1 for every y ∈ V (C), since Dy − y is bipartite. Hence |core(G)| ≠ 1.

It is worth noticing that there exists an almost bipartite König-Egerváry graph with a critical
independent set meeting its unique cycle; e.g., the bull graph.

As we already know from Theorem 2(iii), the equality corona(G) ∪ N(core(G)) = V (G) holds for
every König-Egerváry or unicyclic graph. For other graphs, this equality is not mandatory. For instance,
consider the graphs in Figure 4:

corona(G1) ∪N(core(G1)) = V (G1), while corona(G2) ∪N(core(G2)) = V (G2) − {v}.

w w w w w
w w

�
�
� @

@
@

G1 w
w w w w

w w w�
�
�

������HHHHHH

@
@
@

v

G2

Figure 4: G1, G2 are non-König-Egerváry graphs.

Theorem 13. If G is an almost bipartite non-König-Egerváry graph, then
(i) corona(G) ∪N(core(G)) = V (G);

(ii) corona(G) = V (C) ∪

 ⋃

y∈V (C)
corona(Dy − y)


.

Proof. (i) It is enough to show that V (G) ⊆ corona(G) ∪N(core(G)).
Let a ∈ V (G).
Case 1. a ∈ V (C). If b ∈ N(a) ∩ V (C), then, by Lemma 5, the edge ab is α-critical. Hence

a ∈ corona(G).
Case 2. a ∈ V (G) − V (C). It follows that a ∈ V (Dy − y), for some y ∈ V (C).
Since G [Dy − y] is bipartite, by Theorem 2(iii), we know that V (Dy − y) = corona(Dy − y)∪

N(core(Dy − y)), while by Theorem 3, we have that Ω (G) |V (Dy−y) = Ω (Dy − y) for every y ∈ V (C),
which ensures that corona(Dy − y) ⊆ corona(G).

Therefore, either a ∈ corona(Dy − y) ⊆ corona(G), or a ∈ N(core(Dy − y)) ⊆ N(core(G)), because
core (Dy − y) ⊆ core (G), by Theorem 9(ii). Thus, a ∈ corona(G)∪ N(core(G)).

All in all, V (G) = corona(G)∪ N(core(G)).
(ii) In the proof of Part (i) we showed that corona(Dy − y) ⊆ corona(G) for every y ∈ V (C), and

V (C) ⊆ corona(G).

Hence, V (C) ∪

 ⋃

y∈V (C)
corona(Dy − y)


 ⊆ corona(G). To complete the proof, it remains to validate

that corona(G) ⊆ V (C) ∪

 ⋃

y∈V (C)
corona(Dy − y)


. Let a ∈ corona(G). Then, a ∈ S for some

S ∈ Ω (G). Suppose a /∈ V (C), then there must be y ∈ V (C) such that a ∈ Dy − y. Thus,
a ∈ S∩V (Dy −y) ⊆ corona(Dy −y), because Ω (G) |V (Dy−y) = Ω (Dy − y), in accordance with Theorem
3.
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3 Conclusions

It is known that for every graph ker(G) ⊆ core(G). We know that ker(G) = core(G) holds for both
bipartite and almost bipartite non-König-Egerváry graphs. These findings motivate the following.

Problem 14. Characterize graphs enjoying ker(G) = core(G).
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(2003), pp. 179–190. doi: 10.1016/S0012-365X(02)00528-9.

[11] V. E. Levit and E. Mandrescu. “On α-critical edges in König-Egerváry graphs”. In: Discrete Math.
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Abstract

Given the values of the maximum degree d and the (even) girth g of a bipartite graph,
there is a natural lower bound for its number of vertices known as the bipartite Moore bound.
Graphs attaining such a bound are referred to as bipartite Moore graphs. The fact that there
are very few bipartite Moore graphs suggests the definition of local bipartite Moore graphs.
Here we consider the problem of classifying these graphs according to their ‘proximity’ to
some properties that a theoretical bipartite Moore graph should have.

1 Introduction

The modelling of interconnection networks by graphs motivated the study of several extremal problems
that involve three well known parameters of a graph (degree, girth and order) and ask for the optimal
value of one of them while holding the other two fixed. For instance, the degree/girth problem (also
known as the cage problem) consists in finding the smallest order of a graph with prescribed degree
and girth (for a survey of it see [4]). We are also interested in some particular versions of the problem,
namely when the graphs are restricted to a certain class, such as the class of bipartite graphs. In this
case, given the values of the maximum degree d and the (even) girth g = 2k of a graph, there is a
natural lower bound for its number of vertices n,

n ≥ M(d, g) = 2
(
1 + (d− 1) + (d− 1)2 + · · · + (d− 1)g/2−1) = 2(d− 1)g/2 − 1

d− 2 (1)

where M(d, g) is known as the biparite Moore bound. Graphs attaining such a bound are referred to
as biparite Moore graphs. For d = 2, cycles of length g are the only bipartite Moore graphs; while, for
d ≥ 3, their existence is possible only for g = 4, 6, 8 or 12 (see Feit and Higman [5], Singleton [7]). In
the particular case g = 4 and d ≥ 3, bipartite Moore graphs are the complete bipartite graphs, but for
the remaining values of g, bipartite Moore graphs of degree d have been constructed only when d− 1 is
a prime power [6]. In general, the question of whether or not bipartite Moore graphs of girth 6, 8 or 12
for other values of d exist remains open.

The fact that there are very few biparite Moore graphs suggested the study of graphs ‘close’ to the
Moore ones. This ‘closeness’ has usually been measured as the difference between the (unattainable)
Moore bound and the order of the considered graphs. In this sense, the existence and construction of
graphs with small ‘defect’ δ has deserved much attention in the literature (see [6]). Another kind of
approach considers relaxing some of the constraints implied by the Moore bound. For instance, this
approach has already been considered in the context of the degree/diameter problem, where Tang, Miller

1Email: nacho.lopez@udl.cat. Research of N. López is supported in part by the MCIN/AEI/10.13039/501100011033
through Grant PID2020-115442RB-I00 (Spanish Ministerio de Ciencia e Innovacion)
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3Email: garaujo@matem.unam.mx. Research of G. Araujo was supported by PASPA-DGAPA and CONACyT Sabbatical

Stay 2020, CONACyT-México under Project 282280, 47510664 and PAPIIT-México under Projects IN107218, IN106318.
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and Lin [8] relax the condition of the degree and admit few vertices with degree d+ ϵ. Alternatively,
Capdevila et al. [2] allow the existence of vertices with eccentricity k+ 1. In this context, regular graphs
of degree d, radius k, diameter k + 1 and order equal to the Moore bound are known as radial Moore
graphs (see [3]).

Terminology and notation

We follow the notation given by Capdevila et al. in [2]. Let G = (V,E) be a connected graph. Given
two vertices u and v of G, the distance between u and v, d(u, v), is the length of a shortest path
joining them. The sum of all distances to a vertex v, s(v) = ∑

u∈V d(u, v), is referred to as the status
of v. We define the status vector of G, s(G), as the vector constituted by the status of all its vertices.
Usually, when the vector is long enough, we denote it with a short description using superscripts, that
is, s(G) : sn1

1 , sn2
2 , . . . , snk

k , where s1 > s2 > · · · > sk, and ni denotes the number of vertices having si as
its local status, for all 1 ≤ i ≤ k. The total status of G, s(G), is the sum of all its statuses:

s(G) = ∥s(G)∥1 =
∑

v∈V

s(v) =
∑

u,v∈V

d(u, v).

This invariant is twice the Wiener index of G.
We recall that the girth of a graph G is the length of its shortest cycle. If we restrict our attention to

the cycles through a given vertex v, we can define the girth of v, g(v), as the smallest length of such
‘rooted’ cycles. The vector g(G) constituted by the girths of all its vertices will be referred to as the
girth vector of G, that is, g(G) : gn1

1 , gn2
2 , . . . , gnk

k , where g1 > g2 > · · · > gk, and ni denotes the number
of vertices having gi as its local girth, for all 1 ≤ i ≤ k.

2 Local bipartite Moore graphs and ranking measures

Bipartite Moore graphs can be seen as extremal regular graphs in two different ways, since their
order attains the maximum [respectively, minimum] value allowed by their degree d and diameter k
[respectively, girth g = 2k], according to the bipartite Moore bound (1). Intuitively, if we hang a
bipartite Moore graph from any of its edges uv, we observe the ‘same’ distance-preserving spanning
tree (see Figure 1). Notice that there are (d− 1) vertices ‘hanging’ from u (and also from v) in this
spanning tree. Each of these vertices at distance 1 from u have d− 1 vertices at distance 2 and so on,
generating a spanning tree as in Figure 1. Taking into account that the girth of the graph cannot be
less than g = 2k, we obtain that this graph must have at least M(d, g) vertices.

Figure 1: Distance-preserving spanning tree of a bipartite Moore graph.

In [1] local bipartite Moore graphs are introduced: given two positive integers d ≥ 2 and g = 2k ≥ 6,
a connected regular bipartite graph of degree d and order n = M(d, g) is said to be a local bipartite
Moore graph if it contains at least one edge uv such that its corresponding distance-preserving spanning
tree is as in Fig. 1. From this point of view, bipartite Moore graphs are a particular case of local
bipartite Moore graphs having the same distance-preserving spanning tree for any of its edges. There
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are at least two vertices with local girth g in a local bipartite Moore graph (the end vertices of the edge
uv in Fig. 1); while, for a bipartite Moore graph, all vertices have local girth g (and hence the whole
graph has girth g).

Proposition 1. Given two positive integers d > 2 and g = 2k > 4, let G be a local bipartite Moore
graph of degree d and order n = M(d, g). Then, for every vertex v of G we have

s(v) ≥
(
k(d− 2)2 + (k − 1)d(d− 2) − d

)
(d− 1)k−1 + d

(d− 2)2 and g(v) ≤ 2k.

Moreover, these bounds are attained for every vertex if and only if G is a bipartite Moore graph.

Let us denote by RB(d, g) the set of all nonisomorphic connected regular bipartite graphs of degree
d and order M(d, g). The set of local bipartite Moore graphs of degree d and girth g is denoted as
LBM(d, g). Of course LBM(d, g) ⊆ RB(d, g). Our main goal is to obtain all the graphs in LBM(d, g),
for some values of (d, g), and to rank all of them according to their closeseness to a bipartite Moore
graph. To this end, let gd,g be the n-vector with all components equal to g. Notice that gd,g represents
the girth vector of a bipartite Moore graph of degree d and girth g. For every positive integer p we
define

Ñp(G) = ∥g(G) − gd,g∥p.

In particular,
Ñ1(G) =

∑

v∈V

(g − g(v)).

Given two graphs G1, G2 ∈ RB(d, g) we define G1 and G2 to be girth-equivalent, G1 ≈ G2, if they have
the same girth vector. In the quotient set of LBM(d, g) by ≈, LBM(d, g)/ ≈, we say that G1 is closer
than G2 to being a bipartite Moore graph if there exists a positive integer l such that

Ñp(G1) = Ñp(G2), p = 1, . . . , l − 1 and Ñl(G1) < Ñl(G2),

in which case we denote G1 ≺ G2. Besides, let sd,k be the vector of dimension n = M(d, g) whose
components are all equal to the status value that a bipartite Moore graph should have. Again, we define

Np(G) = ∥s(G) − sd,k∥p.

In particular, N1(G) measures the difference between the total status of G and that corresponding to
a bipartite Moore graph.

Given two graphs G1, G2 ∈ LBM(d, g), we define G1 and G2 to be status-equivalent, G1 ∼ G2, if
they have the same status vector. In the quotient set of LBM(d, g) by ∼, LBM(d, g)/ ∼, we say that
G1 is closer than G2 to being a bipartite Moore graph if there exists a positive integer l such that

Np(G1) = Np(G2), p = 1, . . . , l − 1 and Nl(G1) < Nl(G2),

in which case we denote G1 < G2.

3 Ranking of cubic local bipartite Moore graphs for g = 6 and g = 8.

The set LBM(3, 6) contains exactly 5 graphs (see [1]). They are shown in Figures 2 and 3. As a
consequence, Ñ1(G1) = N1(G1) = 16 and G1 is precisely the closest graph to the unique bipartite Moore
graph for d = k = 3 (the Heawood graph). Moreover, Ñ1(G2) = 20 < Ñ1(G3) = Ñ1(G4) = 24 and
N1(G3) = 32, N1(G2) = 40 and N1(G4) = 96. The rank order is therefore H ≺ G1 ≺ G2 ≺ G3 ≈ G4 for
the girth norm, while it is H < G1 < G3 < G2 < G4 for the status norm.
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H G1
g(H) : 614, g(G1) : 66, 48,
s(H) : 2714 s(G1) : 276, 298

Figure 2: The Heawood graph H (unique bipartite Moore graph for d = k = 3) and its closest graph
G1, together with their corresponding statuses and girth vectors.

G2 G3 G4
g(G2) : 64, 410 g(G3) : 62, 412 g(G4) : 62, 412

s(G2) : 274, 3110 s(G3) : 272, 298, 314 s(G4) : 272, 314, 378

Figure 3: Remaining graphs in LBM(3, 6) (other than H and G1) and their corresponding statuses
and girth vectors.

Theorem 2. According to both status norm and girth norm, G1 is the closest graph to the unique
bipartite Moore graph for d = 3 and g = 6.

There are 6951 graphs in LBM(3, 8), which represents only around 0.03% of the total graphs in
RB(3, 8). Figure 4 shows the Tutte-Coxeter graph and the closest graphs H1 and H2 according to
the status-norm and girth-norm, respectively. In this particular case, Ñ1(H1) = 36 and Ñ1(H2) = 48.
Hence H1 ≺ H2. Besides N1(H1) = N1(H2) = 48, but N2(H1) > N2(H2). As a consequence H2 < H1.

Theorem 3. H1 is the closest graph to the unique bipartite Moore graph for d = 3 and g = 8 according
to the girth-norm, while H2 is the closest graph according to the status-norm.
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T H1 H2
g(T ) : 830 g(H1) : 812, 618 g(H2) : 86, 624

s(T ) : 8330 s(H1) : 8312, 8512, 876 s(H2) : 836, 8524

Figure 4: First graphs in the ranking of LBM(3, 8). The Tutte-Coxeter graph is the unique bipartite
Moore graph in this case and it has been denoted by T .
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Inst. of Informatics and Mathematics, University of Sopron, Hungary

The full version of this work partly can be found in [8] and partly will be published elsewhere.

Abstract

Considering a so-called square k-zig-zag shape as a part of the regular square grid as a
k-zig-zag digraph, we give values to its vertices according to the number of the shortest paths
from a base vertex. It provides several integer sequences, whose higher-order homogeneous
recurrences are determined by the help of a special matrix recurrence. We also define a
special zig-zag shape based on the spatial cube grid, and we give recurrence relation for one
of their digraph walk.

1 Introduction

The present extended abstract summarizes the studies of diagonal and zig-zag paths on a particular
k+ 1 wide, infinite part of the usual square lattice, and along these paths we determine linear recurrence
sequences that are mostly defined in the On-Line Encyclopedia of Integer Sequences (OEIS, [9]) without
combinatorial interpretations. In this manner our investigation, among others, gives them geometrical
and combinatorial background. The consideration of zig-zag shapes is not an isolated challenge. For
example, Baryshnikov and Romik [2] examined the so-called Young diagrams, which are similar to our
construction, and defined a kind of ‘zig-zag’ numbers by the help of the alternating permutations. Stanley
[10] published a survey in which he dealt with the ‘zig-zag’ shapes and the alternating permutations.
Recently, Ahmad et al. [1] studied some graph-theoretic properties of special zig-zag polyomino chains.

The authors proved in [3, 6] that all the integer linear homogeneous recurrence sequences {fi}i≥0
defined by

fi = αfi−1 ± fi−2, (i ≥ 2),

where α ∈ N, α ≥ 2, and f0 < f1 are positive integers with gcd(f0, f1) = 1, appear along corresponding
zig-zag paths in the hyperbolic Pascal triangle {4, 5}. Moreover, in a special case the Fibonacci sequence
appears, as well. This interesting result also inspired us to examine zig-zag paths on certain parts of
the Euclidean square mosaic.

Consider the Euclidean square lattice and take k consecutive pieces of squares. This is the 0th layer
of the k–zig-zag shape. The upper corners are the 1st, 2nd, . . ., kth and (k + 1)st vertices according to
Figure 1. Extend this by an extra 0th vertex, which is the base vertex. We color it by yellow in the
figures, and we join it to the 1st vertex by an extra edge. We denote the vertices of the 0th line by
small boxes in Figure 1. Now move the 0the layer to reach the right-down position in the square lattice
to obtain the 1st layer, and repeat this procedure with the latest layer infinitely many times. Thus, we
define the square k–zig-zag shape or graph, where k ≥ 1 is the size of the array. Finally, we label the
vertices such that a label gives the number of different shortest paths from the base vertex. Figure 2
illustrates the first few layers of the square 4–zig-zag digraph, the vertices are denoted by shaded boxes
with their label values and the directed edges are the black arrows. (Certain black arrows are re-colored
by red for some reason. There are also particular blue arrows in the Figure; their role will be discussed

1Email: nemeth.laszlo@uni-sopron.hu. Research of L. N. supported by MEC R 21 141018.
2Email: szalay.laszlo@uni-sopron.hu.
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later.) Let ai,j denote the label of the vertex located in ith row and jth position (0 ≤ j ≤ k + 1, 0 ≤ i).
Clearly, the fundamental rule of the construction is given by

ai,j =





1, if i = 0;
ai−1,1, if j = 0, 1 ≤ i;
ai,j−1 + ai−1,j+1, if 1 ≤ j ≤ k, 1 ≤ i;
ai,k, if j = k + 1, 1 ≤ i.

(1)

1

10

2

2

3

3

...

...

k

k k+1

Figure 1: Zig-zag shape

For fixed k ≥ 1 and given 0 ≤ j ≤ k + 1, let A(k)
j be the sequence defined by A(k)

j = (ai,j)∞i=0. The
sequence A(k)

j is the jth right-down diagonal sequence of the square k–zig-zag shape. In Figure 2, the
blue arrows represent the sequence A(4)

1 . We found A
(k)
0 = (1, A(k)

1 ) and A
(k)
k = A

(k)
k+1.

Figure 2: Square 4–zig-zag digraph (k = 4)

Let Z(k)
j , j ∈ {0, 1, . . . , k} be the jth zig-zag sequence of the square k–zig-zag shape, where Z(k)

j is
the merged sequence of A(k)

j and A
(k)
j+1. (In Figure 2, the red arrows represent the zig-zag sequence

Z
(4)
3 .) More precisely, Z(k)

j = (zi,j)∞i=0, where

zi,j =
{
aℓ,j , if i = 2ℓ;
aℓ,j+1, if i = 2ℓ+ 1.

(2)

Since Z(k)
0 and Z

(k)
k are the ‘double’ of A(k)

0 and A
(k)
k , respectively, usually we examine sequences for

j ∈ {1, 2, . . . , k − 1}.
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Now we record the two main theorems of this paper. The second one is a simple corollary of the first
one.

Theorem 1 (Main theorem). Given k ≥ 1. Then all the right-down diagonal sequences A(k)
j for

j ∈ {0, 1, . . . , k, k + 1} have the same (
⌊

k
2

⌋
+ 1)-th order homogeneous linear recurrence relation

an,j =
⌊ k

2 ⌋∑

i=0
(−1)i

(
k + 1 − i

i+ 1

)
an−1−i,j , n ≥

⌊
k

2

⌋
+ 1.

Theorem 2. Fixing k ≥ 1, the zig-zag sequences Z(k)
j for j ∈ {0, 1, . . . , k} satisfy a (2

⌊
k
2

⌋
+ 2)-th order

homogeneous linear recurrence relation given by

zn,j =
⌊ k

2 ⌋∑

i=0
(−1)i

(
k + 1 − i

i+ 1

)
zn−1−2i,j , n ≥ 2

⌊
k

2

⌋
+ 2.

2 Recurrence relations of the square zig-zag shapes

We find that any item an,j , (n ≥ 1) is the sum of the certain items of (n− 1)st row. More precisely, if
0 < j < k + 1, then

an,j = an−1,j+1 + an,j−1 = an−1,j+1 + an−1,j + an,j−2 = · · · =
j+1∑

ℓ=1
an−1,ℓ. (3)

Consider (3) for all j ∈ {1, 2, . . . , k + 1} we obtain the system

vn = M · vn−1, n ≥ 1, (4)

where

vn =




an,1
an,2
an,3

...
an,k

an,k+1




, v0 =




1
1
1
...
1
1




, and M(k+1)×(k+1) =




1 1 0 0 · · · 0 0
1 1 1 0 · · · 0 0
1 1 1 1 · · · 0 0
1 1 1 1 · · · 0 0
...

...
...

... . . . ...
...

1 1 1 1 · · · 1 1
1 1 1 1 · · · 1 1




.

We know from [5] and [7] that the characteristic polynomial of any recurrence sequence (r) defined
by the linear combination of the recurrence sequences (aj) = (ai,j)i≥0 of system (4), moreover the
characteristic polynomial of the coefficient matrix M of system (4), coincide. Consequently, we have
to determine the characteristic polynomial pk(x) of M, and then pk(x) yields the common recurrence
relation of the sequences {aj} and their linear combinations.

Since
pk(x) = |xI − M|,

where I is the appropriate unit matrix, we obtain

p0(x) = x− 1,

p1(x) =
∣∣∣∣∣
x− 1 −1
−1 x− 1

∣∣∣∣∣ = x2 − 2x,
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and for pk(x) some calculation (for details see [8]) we have the binary recurrence relation
pk(x) = x · pk−1(x) − x · pk−2(x), k ≥ 2. (5)

Because each recurrence coefficient in (5) is one of ±x, the factorization of pk(x) contains a factor xm

for some positive integer m. The next theorem provides, among others, the precise exponent m in the
factorization of pk(x).
Theorem 3. The characteristic polynomials pk(x) can be given by

pk(x) = x⌈ k
2 ⌉

⌊ k
2 ⌋+1∑

i=0
(−1)i

(
k + 2 − i

i

)
x⌊ k

2 ⌋+1−i, k ≥ 0.

By the help of Theorem 3 we are ready to give the recurrences of the right-down diagonal sequences
A

(k)
j given Theorem 1.

2.1 Sum of rows, columns, and left-down diagonal sequences

Let R(k) = (r(k)
n ) be the sum sequence of the values of the nth row of square k–zig-zag shape (see

Figure 3). Considering the partial sum relation (3) we obtain

r(k)
n =

k+1∑

j=0
an,j = an,0 + an+1,k.

So, the recurrence sequence r(k)
n is the linear combination of sequences A(k)

n , therefore they have the
same characteristic polynomial and the same recurrence relation.

Figure 3: Sum of rows, columns, and left-down diagonal sequences

Let C(k) = (c(k)
n ) be the sum sequence of columns. As an+1,0 = an,1 = an,0 + an−1,2 = an,0 + an−1,1 +

an−2,3 = · · · = ∑min{n,k+1}−1
j=0 an−j,j , then

c(k)
n =

min{n,k+1}∑

j=0
an−j,j =

{
an+1,0, if n ≤ k;
an+1,0 + an−k−1,k+1, if n > k.
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Let D(k) = (d(k)
n ) be the left-down diagonal sequence, where

dn =





ℓ≤n
2 , 2ℓ≤k∑

ℓ=0
an

2−ℓ,2ℓ, if n is even;

ℓ≤n
2 , 2ℓ≤k+1∑

ℓ=0
an

2−ℓ,2ℓ+1, if n is odd.

Since all the A(k)
j sequence satisfy the same recurrence relation, then C(k) and D(k) are so.

3 Spacial zig-zag cube graphs

Now, we define a chain of cubes as an infinite part of the cube grid in the 3-dimensional space. Given a
cube as the first item of the chain. Chose one of its vertices as a base vertex of our construction. (This
vertex is denoted by a0 in the righ-hand side of Figure 4.) Let the second cube be the cube having a
common face with the first and having the base vertex, then let the third be the cube having a common
face with the second and a common edge with the first. Let the fourth one have a common face, edge
and only one vertex with the third, second and first one, respectively, and so on. That way, generally,
the nth cube has exactly one common face, edge, vertex with the (n− 1)th, (n− 2)th, (n− 3)th cube
of the chain, respectively. Now we associate the vertices with positive integer, which gives the numbers
of the shortest ways to this vertex from the base vertex of the first cube. For the first eight cubes and
the values of vertices of the chain, see the left-hand-side of Figure 4.

b1

c1

57
181

1

6 18

2

c4

c7 b8

57

a0 a1

b4 b6

b7

b3

b2

c2

c3

c5

c6

c8

d2

b5

a2

a3
a4

6

a6

1 1

2

12
25

124

268

588

1

2

3

3

8

2

1
5

14

12

37

30

82

139

62

124

25

a5

a7

a8

a9

d3

d4

d5

d6

d7

d8

Figure 4: A cube zig-zag shape

According to the right-hand side of Figure 4 we can define zig-zag sequences ai, bi, ci and di associated
to the vertices of the cube chain. When we reconsider the vertices, edges and their sequences to a
directed graph form, we gain Figure 5. Solving the system of recurrence equations, we obtain Theorem 4.

Theorem 4. The sequence (ai)∞i=0 satisfies the fourth-order linear homogeneous recurrence relation

ai+1 = ai + ai−1 + 3ai−2 + ai−3, (i ≥ 3)

with initial values a0 = 1, a1 = 1, a2 = 2, a3 = 6.

4 Conclusions

With a special directed zig-zag graph defined on a part of the square grid we generally determined the
recurrences of some special directional sequences associated to the graph. We give new combinatorial
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Figure 5: Digraph form of the system of recurrences

interpretations to more then forty sequences appearing in OEIS [9]. For example, if k = 4, then
A

(4)
1 = A080937 A(4)

2 = A094790, A(4)
3 = A094789, A(4)

4 = A005021, Z(4)
2 = A006053, (d(4)

2n ) = A052975,
(d(4)

2n+1) = A060557, D(4) = A028495, and in case of cube zig-zag sequences: A214663, A232162, A232164,
A232165.
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